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• Higgs mass mechanism for neutrinos analogous 
to the one used for charged leptons.


• Left and right chiral components interacting 
(very very weakly) with the Higgs field. 


• The right handed neutrinos (and the left-handed 
antineutrinos) are sterile.


• Why the mass is so low compared with the other 
fundamental particles?
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Majorana

• The neutrino is a Majorana particle: the 
neutrino and the antineutrino are identical.


• The Lagrangian contains both Dirac mass terms 
and Majorana mass terms.


• The very low mass can be explained with the 
existence of a heavy right-handed Majorana 
neutrino. 


• If these heavy right-handed Majorana neutrinos 
exist, and if they violate CP symmetry, they 
could explain the matter-antimatter asymmetry 
in our universe (leptogenesis):


N → l− + H ≠ N → l+ + H



Neutrino mass hierarchy
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• Neutrino oscillations don’t 
provide information about the 
order of the neutrino masses: 
two combinations are 
possible, normal hierarchy 
and inverted.


• The effective Majorana mass 
and the mass of the lightest 
neutrino are related to the 
mass hierarchy.


• If neutrinos are Majorana, 
next-generation experiments 
might be able to fully exclude 
the inverted hierarchy 
phase space (depending on 
NME). 

2 Introduction

The now well-accepted picture of neutrino mixing involves three underlying mass states, with
three mixing angles defining the linear superpositions that make up each of the three weak,
or flavor states. The magnitude of the mass-squared splitting between states ⌫1 and ⌫2 is
known from the KamLAND reactor experiment, and the much-larger splitting between the
third, ⌫3 state and the ⌫1�⌫2 pair is known from atmospheric and long-baseline experiments.
However, pure neutrino oscillations are sensitive only to the magnitude of the mass splitting,
not the sign. Defining the ⌫1 state as having the largest admixture of the electron flavor
eigenstate, the sign of the mass splitting between states ⌫2 and ⌫1 is determined to be
positive (�m2

21 > 0) using the pattern of neutrino oscillations through the varying-density
solar medium. However, the corresponding sign of �m2

32 ⇡ �m2
31 remains unknown. That

is, there are two potential orderings, or “hierarchies”, for the neutrino mass states: the so-
called “normal hierarchy”, in which ⌫3 is the heaviest, and the “inverted hierarchy”, in which
⌫3 is the lightest (as shown in Fig. 1).

Figure 1: Pictorial representation of the possible neutrino mass hierarchies. Note: �m2
atm is

equivalent to �m2
32 and �m2

sol is equivalent to �m2
21. [1].

2.1 Status of Neutrino Mixing

The relationship between neutrino flavor {⌫e, ⌫µ, ⌫⌧ } and mass { ⌫1, ⌫2, ⌫3 } eigenstates is
described by the PMNS mass matrix [2, 3]:
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TABLE I: Summary of the estimated and best-fit background
contributions for the frequentist and Bayesian analyses in the
energy region 2.35 < E < 2.70MeV within the 1.57-m-radius
spherical volume. In total, 24 events were observed.

Background Estimated Best-fit

Frequentist Bayesian
136Xe 2⌫�� - 11.98 11.95

Residual radioactivity in Xe-LS
238U series 0.14± 0.04 0.14 0.09
232Th series - 0.85 0.87

External (Radioactivity in IB)
238U series - 3.05 3.46
232Th series - 0.01 0.01

Neutrino interactions
8B solar ⌫ e� ES 1.65± 0.04 1.65 1.65

Spallation products

Long-lived 7.75± 0.57 † 12.52 11.80
10C 0.00± 0.05 0.00 0.00
6He 0.20± 0.13 0.22 0.21
137Xe 0.33± 0.28 0.34 0.34

† Estimation based on the spallation MC study. This event
rate constraint is not applied to the spectrum fit.

window are illustrated in Fig. 1(b). The exposure of
136Xe for SD in this volume is 0.510 ton yr. The best-
fit background contributions are summarized in Table I.
We found no event excess over the background expecta-
tion. We obtained a 90% confidence level (C.L.) upper
limit on the number of 136Xe 0⌫�� decays of < 7.9 events
(< 6.2 events in the range 2.35 < E < 2.70MeV), which
corresponds to a limit of < 15.5 (ton yr)�1 in units of
136Xe exposure, or T 0⌫��

1/2 > 2.0⇥1026 yr (90% C.L.). An

analysis based on the Feldman-Cousins procedure [26]
gives a slightly stronger limit of 2.3⇥1026 yr (90% C.L.),
indicating a limited impact of the physical boundary on
the 0⌫�� rate in low statistics. An MC simulation of
an ensemble of experiments assuming the best-fit back-
ground spectrum and including the high-background-
period identification scheme indicates a median sensitiv-
ity of 1.3⇥ 1026 yr. The probability of obtaining a limit
stronger than that reported here is 24%. In addition
to the frequentist analyses above, we also performed a
statistical analysis within the Bayesian framework, as-
suming a flat prior for 1/T 0⌫��

1/2 . The Bayesian limit and

sensitivity are 2.1⇥ 1026 yr and 1.5⇥ 1026 yr (90% C.L.),
respectively.

We investigated the stability of the results by com-
paring the limits with di↵erent analysis conditions and
background models. Alternatively, we also performed
the analysis including the high-background period in the
data with floated background contributions from 60Co
and 214Bi. This data is separated into �-like and �-like
events, using particle identification provided by Kam-
Net, and simultaneously fit to provide slightly improved

FIG. 3: E↵ective Majorana neutrino mass hm��i as a function
of the lightest neutrino mass. The dark shaded regions are
predictions based on best-fit values of neutrino oscillation pa-
rameters for the normal ordering (NO) and the inverted order-
ing (IO), and the light shaded regions indicate the 3� ranges
calculated from oscillation parameter uncertainties [42, 43].
The regions below the horizontal lines are allowed at 90%
C.L. with 136Xe from KamLAND-Zen (this work) consider-
ing an improved phase space factor calculation [27, 28] and
commonly used nuclear matrix element estimates: energy-
density functional (EDF) theory [29–31] (solid lines), inter-
acting boson model (IBM) [32, 33] (dashed lines), shell model
(SM) [34–36] (dot-dashed lines), and quasiparticle random-
phase approximation (QRPA) [37–41] (dotted lines). The side
panel shows the corresponding limits for 136Xe, 76Ge [44], and
130Te [45], and theoretical model predictions on hm��i, (a)
Ref. [2], (b) Ref. [3], and (c) Ref. [4] (shaded boxes), in the
IO region.

half-life limits of T 0⌫��
1/2 > 2.7 ⇥ 1026 yr and T 0⌫��

1/2 >

2.4⇥ 1026 yr (90% C.L.) for the background models with
60Co and 214Bi, respectively.

The combined fit of the KamLAND-Zen 400 and 800
datasets with the frequentist analyses gives a limit of
2.3 ⇥ 1026 yr (90% C.L.) (see the Supplemental Mate-
rial [46]). The best-fit scaling parameter for the long-
lived spallation background rate is ↵BG = 1.35 ± 0.23,
indicating good consistency between the MC-based pre-
diction and the LD analysis. This combined analysis
has a sensitivity of 1.5 ⇥ 1026 yr, and the probability
of obtaining a stronger limit is 23%. From the com-
bined half-life limits, we obtain a 90% C.L. upper limit
of hm��i < (36 – 156)meV using the phase space fac-
tor calculation from [27, 28] and commonly used nuclear
matrix element estimates [29–41] assuming the axial cou-
pling constant gA ' 1.27. Figure 3 illustrates the allowed
range of hm��i as a function of the lightest neutrino mass.
For the first time, this search with 136Xe begins to test
the IO band, and realizes the partial exclusion of several

Phys.Rev.Lett. 130 (2023) 5, 051801 

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.051801


• Nature’s silver lining: some nuclei can undergo 
a radioactive decay with the emission of two 
electrons. 


• This is because some nuclei with even number 
of protons and even number of neutrons are 
are energetically forbidden to “single" beta 
decay to odd-odd nuclei.

Neutrinoless double beta decay

4

The Physics of Neutrinoless Double Beta Decay: A Primer Ben Jones

Phase space factor
Energy of peak

Natural abundance

Figure 4: Left: Masses of isotopes in the N=136 isobar. Right: table of phase space factors, Q-values, and
natural abundances of double beta decaying nuclei.

On the other hand, the �!=2 process where two neutrons change into two protons actually
transforms the nucleus into a di�erent one. If we pick a nucleus where a heavier isotope would turn
into a lighter one when two neutrons turned into two protons, we have a setup that seems almost
custom-made for driving forward the lepton-number-violating �! = 2 process while suppressing
its lepton-number-conserving �! = 0 counterpart. In such a system, the energy released can be
converted into electron mass energy and kinetic energy in the two-electron final state.

3.3 The pairing force as the engine of double beta decay

The e�ect that makes searching for this weird nuclear decay a viable possibility rather than
science fiction is the nuclear pairing force. Nucleons in nuclei have spin, and so they have magnetic
moments. Just like electrons in atomic orbitals, it is usually energetically favorable for them to pair
up with spins opposing each-other in equivalent spatial orbitals. This maximizes wave-function
overlap and the stabilizing e�ect of the attractive spin-opposite spin interaction. The result is that
nuclei with even numbers of protons, or even numbers of neutrons, are nearly always slightly more
tightly bound than similar nuclei with odd numbers of both. In then yet more special even-even
nuclei where both proton and neutron numbers are even, all of the nucleons can pair up in this
harmonious, stabilizing way.

Beta decays, of either the single or double variety, never change the total number of nucleons in
a nucleus (this would violate baryon number, which is never violated perturbatively in the standard
model). So beta decays always move us within an “isobar”, that is, the collection of nuclei with
the same total number of nucleons N but di�erent numbers of protons Z. When we plot the mass
of the nucleus vs the number of protons within an isobar, we immediately see the e�ect of the
nuclear pairing force. Figure 4, left shows an example. Even-even nuclei 136Xe and 136Ba are
stabilized by pairing. Odd-odd nuclei 136I and 136Cs are less tightly bound. The result is that 136Xe
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• The process, if exists, is helicity-suppressed, 
so the decay time is slow…

Extending the reach of 0𝛎ββ searches

Current T1/2 limits: >1026 years!

Requirements for a next-gen 0𝛎ββ experiment
- A LOT of the isotope of interest (>1027 atoms)
- Low backgrounds in MeV range (low radioactivity)
- Signal/background discrimination
- Good energy resolution

0𝛎ββ decay is a sensitive probe of physics 
beyond the standard model

- Lepton number violation
- Majorana nature of neutrino
- May explain neutrino mass scale 

(see-saw mechanism), matter/antimatter 
asymmetry (leptogenesis)
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How slow?
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(T0νββ
1/2 )

−1
= G0νββ M0νββ

2
m2

ββ

Inverse of half-life Phase-space Nuclear matrix 
element

Effective 
Majorana mass

• Current best limits put the  
half-life to at least 1026 years.


• You need a lot of time… or a lot of 
mass.

ββ0ν

• If you measure the energy of the two electrons in the final state, 
the experimental signature is a monoenergetic line.


• It comes at a heavy price:

• A lot of the isotope of interest (ton scale)

• Low backgrounds in MeV range (low radioactivity)

• Signal/background discrimination 

• Good energy resolution 

2νββ
0νββ
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NEXT origins

Justo, JJ, James and Dave, LBNL, 2009
Slide: J J Gomez - NEXT project 5

Topology: spaghetti, with meatballs

ββ events: 2

γ events:   1

Gotthard TPC:

~ x30 rejection
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Figure 14: Energy resolution at 15 atm for 662 keV gamma rays: A 1.0%

FWHM energy resolution was obtained for events reconstructed in the central 0.75 cm

radius region. The attachment losses correction with ⌧ = 9.0 ms was applied. A PMT

with a clear time varying response was removed from the measurement. These data were

taken at 15.1 atm with a 0.59 kV/cm field in the drift region and 1.87 kV/(cm atm) in

the EL region.

the energy resolutions obtained for dedicated LED runs with varying light

intensities per LED pulse. The LED points follow the expected resolution

over the two decades range studied. The two horizontal lines represent the

xenon gas nominal intrinsic resolution for 30 and 662 keV, respectively, and

the two curved lines are the expected EL TPC resolutions with contribu-

tions from the intrinsic limit and the photons’ measurement. Our 662 keV

data (squares) and xenon X-ray data (triangles) taken with various EL gains

follow the expected functional form of the resolution but are 20-30% larger
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Near-Intrinsic Energy Resolution for 30 to 662 keV

Gamma Rays in a High Pressure Xenon
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The NEXT-White detector
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The late professor James White. 
NEXT-White is named to honour 

his memory.



83Kr calibration

11

The NEXT-White detector has been thoroughly described elsewhere [12] and only a brief
summary of its main features is o↵ered here. It has three main subsystems, the TPC, the energy
plane and the tracking plane. Table 1 shows the main parameters of the TPC. The energy plane is
instrumented with 12 Hamamatsu R11410-10 PMTs located 130 mm behind the cathode, providing
a coverage of 31%. The tracking plane is instrumented with 1792 SiPMs SensL series-C distributed
in a square grid at a pitch of 10 mm. An ultra-pure 60 mm-thick copper shell (ICS) acts as a shield
in the barrel region. The tracking plane and the energy plane are supported by 120 mm-thick pure
copper plates.

The detector operates inside a pressure vessel fabricated with a radiopure titanium alloy (316Ti)
surrounded by a lead shield. Since a long electron lifetime is a must, xenon circulates in a gas
system where it is continuously purified. The whole setup sits on top of a tramex platform elevated
over the ground in HALL-A of LSC.

4 Krypton calibrations

Figure 2 shows the decay scheme of a 83Rb nucleus. The exotic rubidium isotope decays to 83mKr
via electron capture with a lifetime of 82.2 days. The krypton then decays to the ground state via
two consecutive electron conversions. The decay rate is dominated by the first conversion with a
half-life of 1.83 h, while the second one has a very short half-life of 154.4 ns. The total released
energy sums up to 41.5 keV and the ground state of 83Kr is stable.

The rubidium source formed by a number of small (1 mm-diameter) zeolite balls stored in
a dedicated section of the gas system. 83mKr nuclei produced after the electron capture of 83Rb
emanate from the zeolite and flow with the gas inside the chamber. The source has an intensity of
1 kBq. The rate of 83mKr decays is limited by the data acquisition to a comfortable value of about
10 Hz.

Figure 2: 83Rb decay scheme.

A 83mKr decay results in a point-like energy deposition. The time elapsed before detection
of S 1 and detection of S 2 is the drift time and its measurement, together with the known value of
the drift velocity [13], determines the z-coordinate at which the ionization was produced in the

– 5 –

• 83Rb decays 75% of the time to a metastable state of 
83Kr through internal conversion with a half-life of 86 
days. 


• This metastable state decays to ground with a lifetime of 
1.83 h, emitting two electrons of 32.1 and 9.4 keV.


• These low-energy electrons create a very short signal, 
useful for calibration. 

Figure 13: Maps obtained by fitting the lifetime as a function of (x, y) for run 4845. The energy
map is statistically compatible with the one obtained with run 4734, while the lifetime map has
become homogeneous.

Figure 14: Fits to the lifetime-corrected energy in bins of (x, y) for run 4841. Left panel:
x = [0, 10] mm, y = [0, 10] mm. The fit yields a mean value for the energy of (14 890 ± 13) pes,
with �2 = 0.98. Right panel: x = [140, 150] mm, y = [140, 150] mm. The fit yields a mean value
for the energy of (10 011 ± 32) pes, with �2 = 1.04.

The left panel of figure 16 shows the dependence of the energy resolution as a function of r,
where it is possible to define 3 regions. A fiducial region up to R <150 mm, where the resolution is
roughly flat, at around 4% FWHM. The resolution stays below 4.5 %, for R <175 mm, and degrades
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– 14 –

Calibration maps for run 4845

JHEP 10 (2019) 



Energy resolution
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• One of the main goals of NEXT-White was to measure the energy resolution of a high pressure 
xenon TPC . 


• For this purpose, energy calibrations with higher-energy radioactive sources 137Cs and 232Th 
sources have been carried out as a part of the NEXT-White data taking.


• The energy resolution extrapolates to less than 1% FWHM at Qββ (0.91% at 2614 keV, 208Tl 
photopeak).

Figure 7: (Top left) Fit of the 137Cs photo-peak to a Gaussian + second-order polynomial in the
selected optimal fiducial region and (top right) the resulting (x, y) distribution of events included
in the fit. (Bottom left) Fit of the 1592.5 keV double-escape peak in the selected optimal fiducial
region and (bottom right) the resulting (x, y) distribution of events in the peak region.

Figure 8: Square of the resolution (%FWHM)2 as a function of 1/E . The red line represents a fit to
the Equation 5.2, the dotted blue vertical line indicates the position of Q�� .

– 10 –

208Tl photo-peak137Cs photo-peak

Figure 18: Corrected energy distribution for krypton events (left) in the full volume of the
NEXT-White TPC, and in a restricted fiducial volume (right), for run 4841. See text for details.

Figure 17 illustrates the energy resolution measured with run 4734 (at a pressure of 7.2 bar).
The data are fitted to a gaussian plus a 2nd-degree polynomial to take into account tails due to
residual background events (small energy deposits or 83mKr decays with wrong S1 identification).
The fit yields an energy resolution of (4.55 ± 0.01)% FWHM in the full NEXT-White volume (left
panel). A naive 1/

p
E extrapolation to Q�� yields (0.592 ± 0.001)%. The fit in the right panel

corresponds to the data contained in a fiducial region defined by a radius smaller than 150 mm and z
smaller than 150 mm. The radial cut ensures optimal geometrical coverage and the z cut minimizes
the residual errors due to lifetime fluctuations, which increase with z. The fit yields (3.88 ± 0.04)%,
extrapolating to (0.504 ± 0.005)% at Q��. This value is reasonably close to the best resolution
expected in NEXT-White (figure 1), confirming the excellent capabilities of the technology and the
good working conditions of the chamber.

The same procedure is applied to run 4841 (at a pressure of 9.1 bar) in Figure 18. The fit yields
an energy resolution of (4.86 ± 0.01)% FWHM in the full NEXT-White volume (left panel). A naive
1/
p

E extrapolation to Q�� yields (0.631 ± 0.002)%. The fit in the right panel corresponds to the
data contained in the fiducial region defined above. The fit yields (3.93 ± 0.03)%, extrapolating to
(0.510 ± 0.004)% at Q�� , similar to the values obtained for run 4734, and confirming that resolution
for point-like energy deposits scales well with pressure. Higher energy depositions are studied and a
more complete study of the extrapolation is made in another analysis [20].

Table 2 summarizes the contributions to the systematic uncertainty of the energy resolution
considering the full and fiducial volumes for both run 4734 and run 4841. The main systematic errors
come from the lifetime and geometrical corrections, the fit range and the model used to describe
the tails of the energy distribution. The systematic uncertainties of the lifetime and geometrical
corrections have been estimated by measuring the variation of the energy when those factors are
shifted by ±1� around their optimal value. The systematic uncertainty associated to the bin size has
been estimated as the maximum di�erence of the resolution when varying the bin size, within a
sensible range, of the energy spectrum histogram. In order to estimate the uncertainties related to
the fit model, we have considered di�erent functions to describe the tails of the energy distribution

– 17 –

83mKr events
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Figure 5. Fits to the dependence of energy on track length in the axial dimension (left), and
the resulting energy spectra of three energy peaks (nominally at 662 keV, 1592 keV, and 2615 keV)
after application of all corrections, including a linear correction to the energy (equation (3.1))
corresponding to the average value of (m/b) = 2.76× 10−4 obtained from the 3 fits (right).
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Figure 5: Fits to the dependence of energy on track length in the axial dimension (left),

and the resulting energy spectra of three energy peaks (nominally at 662 keV, 1592 keV,

and 2615 keV) after application of all corrections, including a linear correction to the energy

(equation 3.1) corresponding to the average value of (m/b) = 2.76⇥ 10�4 obtained from the

3 fits (right).

without visibly cutting into the dense areas of the 2D distributions) gave an error of

approximately 0.2 ⇥ 10�4 for each computed (m/b) in addition to the statistical errors

shown on the distributions in Figure 5 (left). In determining (m/b) and in the subsequent
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Richardson-Lucy deconvolution

14

• Topological information about the event is given by SiPMs position + time

• Electrons diffuse while drifting, smearing the image.

• The smearing is described by a kernel — a point spread function (PSF). 

• The PSF can be obtained with 83mKr events (point-like).

• The Richardson-Lucy deconvolution uses the PSF to deconvolve the image and 

remove the smearing.

  

Deconvolution of high energy events (MC)
● Krypton is fine but fine-tuning everything for Kr may not be useful for high energy data which is the one we 

are interested on.

● Early stuff but naive and mindless application of the method already shows good results:

True info Diffused true info SiPM response Deconvolution

XY XY XY

XZ XZ XZ
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Figure 13. (A) Signal efficiency vs. background rejection for 1.6MeV double escape peak events,
for detector data, MC (using the fit) and MC (using the true information), for the optimal choice of
parameter configuration (marked rectangles in figure 18 in appendix B). The curve resulting from
the classical analysis of data (from [35]) is shown for comparison. (B) The figure of merit for the
optimal parameter configuration for detector data, MC (fit and true) and classical analysis vs. the
threshold on blob2 energy. The maximal (optimal) f.o.m. is for a blob2 energy cut at 340 keV.

Figure 14. (A) Reconstructed energy for blob2 for deconvolution and classical analysis. The
“true” blob energy is found by integrating over a sphere of 18 mm radius centered on the true track
end-point. (B) Distributions divided by population, either signal or background.

For detector data, the RL-based analysis using the optimal choice of parameters pro-
vides a 5.6-fold reduction of background acceptance compared to the classical analysis
(overall topological background rejection factor of ∼ 27), accompanied by a relative reduc-
tion of signal efficiency by 21%. According to the simulated data (true MC information),
a 6.2-fold reduction of background and a 17% relative reduction of signal is achieved with
the chosen configuration.

The enhanced background rejection power is a consequence of the improved blob re-
construction, both in positioning and radial extent, enabled by RL deconvolution. The
RL-reconstructed blob energy distribution is much closer to the expected one than that

– 21 –
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 measurement in NEXT-White2νββ

6

FIG. 4. Fiducial event rate along the low-background data taking periods. Green dots (blue triangles) show the daily rates
corresponding to the 136Xe-enriched (136Xe-depleted) campaign. The horizontal red lines present fits to the data with 0-degree
polynomials, yielding p-values of 24% and 15% for Run-V and Run-VI, respectively.

2⌫�� contribution in the Run-VI data is taken into ac-
count. The subtraction systematic uncertainty is in-
troduced in the fit as a covariance matrix. The signal
normalization uncertainty is decomposed into the un-
correlated (isotopic composition) and correlated (num-
ber of xenon atoms and trigger e�ciency) contributions
between Run-V and Run-VI. Being energy-independent,
these errors are introduced in the fit as three nuisance pa-
rameters with Gaussian priors. With a �2/dof of 16.1/21
(p-value=76%), the fit yields a best-fit value for the
rate of 2⌫�� events of R(136Xe)=291±73(stat)±28(sys)
yr�1. The best-fit rate corresponds to a 2⌫�� half-life of
T 2⌫
1/2 = 2.34+0.80

�0.46(stat)
+0.30
�0.17(sys)⇥ 1021 yr. The rejection

of the null hypothesis reaches 3.8�, while the expected
median sensitivity is 4.1� according to the half-life re-
ported in Ref. [6]. The background-subtracted 2⌫��
event energy spectrum is presented in Fig. 5. This result
is compatible with the two previous measurements in Ref.
[6] (T 2⌫

1/2 = 2.165±0.0016(stat)±0.059(sys)⇥1021 yr) and

Ref. [7] (T 2⌫
1/2 = 2.23± 0.03(stat)± 0.07(sys)⇥ 1021 yr).

In an alternative analysis, a consistent T 2⌫
1/2 value is also

obtained by considering the background-subtracted blob
energy distribution instead of the event energy, as sum-
marized in the Appendix A.

A background-model-dependent fit of the event energy
has been performed in order to validate the background-
subtraction result. In this fit, the ��-candidates se-
lected in Run-V and Run-VI are jointly fitted to the
radiogenic background model. Apart from the rate of
2⌫�� events, the contributions from 40K, 60Co, 208Tl,
and 214Bi background events are also extracted. The
data superimposed to the best-fit MC are shown in
Fig. 6. The best-fit background rates are R(40K)=10±2
µHz, R(60Co)=14±2 µHz, R(208Tl)=40±2 µHz, and
R(214Bi)=6±3 µHz. The 2⌫�� best-fit rate is
R(136Xe)=334±78(stat)±54(sys) yr�1, corresponding to
a half-life of T 2⌫

1/2 = 2.14+0.65
�0.38(stat)

+0.46
�0.26(sys) ⇥ 1021 yr

FIG. 5. Background-subtraction 2⌫�� fit. The background-
subtracted data (black dots) are superimposed to the best-fit
MC (yellow histogram). The error bars correspond to the
statistical errors in Run-V and Run-VI.

(4.1� significance). The goodness of fit, �2/dof =
146.1/114 (p-value = 2.3%), reveals some limitations in
the simulation. However, the small di↵erence in the best-
fit T 2⌫

1/2 with respect to the background-subtraction fit
indicates that no significant bias is induced.

VI. CONCLUSIONS

In summary, the operation of the NEXT-White detec-
tor with 136Xe-enriched and 136Xe-depleted xenon gas
has enabled the measurement of the 2⌫�� half-life of
136Xe, using a fiducial mass of only ⇡3.5 kg. The anal-
ysis relies on two unique capabilities of the NEXT tech-
nology, namely, the topological signature of the events
and the direct subtraction of backgrounds. This back-
ground subtraction technique, novel in the field, o↵ers re-

7

FIG. 6. Background-model-dependent 2⌫�� fit. ��-like event
rates in Run-V (top) and Run-VI (bottom) are superimposed
to the best-fit MC, accounting for 40K, 60Co, 208Tl and 214Bi
background contributions.

sults with very small dependence on the Monte Carlo as-
sumptions. A similar approach may be exploited to con-
duct background-model-independent 0⌫�� searches in
current- and future-generation detectors, such as xenon
time projection chambers or loaded liquid scintillator de-
tectors.
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Appendix A: Blob energy fit

This appendix describes the methods and results of
the alternative 2⌫�� analysis where the background-
subtracted distribution of the energy of the less ener-
getic blob in the track (blob energy, in the following)
is fitted instead of the event energy. The event recon-
struction is the same as for our main analysis, while the
selection of Eevt > 1 MeV events di↵ers in two ways.
First, the blob energy cut Eb > Eb,min is not applied.
This provides a larger statistical sample with respect
to the �� selection, but less signal-enriched. Second,
events in the 208Tl double escape peak (1.550 < Eevt

< 1.615 MeV) are rejected, in order to suppress the ir-
reducible double-electron background from gamma-ray
pair production interactions. Prior to their subtraction
and fitting, 136Xe-enriched (Run-V) and 136Xe-depleted
(Run-VI) rates are corrected for di↵erences in DAQ live
time, gas density and selection e�ciencies. The first two
corrections (DAQ live time and gas density) are identi-
cal to the ones applied to our main analysis, with un-
certainties listed in Table I. Because of the two above-
mentioned di↵erences in event selection, the associated
corrections are also di↵erent, with 0.3% (0.4%) uncer-
tainties for Run-V (Run-VI), uncorrelated between the
two runs. Overall, the rate normalization systematic
uncertainty a↵ecting the background-subtracted rate is
0.9%. A calibration procedure is also applied to equalize
the blob energy scale for Run-V, Run-VI and MC sim-
ulated events, separately for single-electron and double-
electron events, using 208Tl calibration data. Four uncor-
related blob energy scale systematic uncertainties are as-
signed, for Run-V single-electron (0.5%), Run-V double-
electron (2.1%), Run-VI single-electron (0.4%), and Run-
VI double-electron (2.1%) events, respectively.
The top panel in Fig. 7 compares the Run-V and Run-

VI rates as a function of blob energy, after applying the
small corrections and calibrations mentioned above. In
both datasets, the rates are dominated by single-electron
background events with Eb ⇡100 keV. The secondary
bumps at 300–550 keV are due to double-electron back-
ground events (Run-V and Run-VI) and to the 2⌫�� sig-
nal (Run-V only). The bottom panel in Fig. 7 shows
the background-subtracted (Run-V minus Run-VI) rate,
superimposed with the best-fit MC prediction. Together
with the 2⌫�� rate parameter, the fit incorporates five
additional nuisance parameters a↵ecting the MC predic-
tions. The nuisance parameters account for the rate nor-

7

FIG. 6. Background-model-dependent 2⌫�� fit. ��-like event
rates in Run-V (top) and Run-VI (bottom) are superimposed
to the best-fit MC, accounting for 40K, 60Co, 208Tl and 214Bi
background contributions.

sults with very small dependence on the Monte Carlo as-
sumptions. A similar approach may be exploited to con-
duct background-model-independent 0⌫�� searches in
current- and future-generation detectors, such as xenon
time projection chambers or loaded liquid scintillator de-
tectors.
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This appendix describes the methods and results of
the alternative 2⌫�� analysis where the background-
subtracted distribution of the energy of the less ener-
getic blob in the track (blob energy, in the following)
is fitted instead of the event energy. The event recon-
struction is the same as for our main analysis, while the
selection of Eevt > 1 MeV events di↵ers in two ways.
First, the blob energy cut Eb > Eb,min is not applied.
This provides a larger statistical sample with respect
to the �� selection, but less signal-enriched. Second,
events in the 208Tl double escape peak (1.550 < Eevt

< 1.615 MeV) are rejected, in order to suppress the ir-
reducible double-electron background from gamma-ray
pair production interactions. Prior to their subtraction
and fitting, 136Xe-enriched (Run-V) and 136Xe-depleted
(Run-VI) rates are corrected for di↵erences in DAQ live
time, gas density and selection e�ciencies. The first two
corrections (DAQ live time and gas density) are identi-
cal to the ones applied to our main analysis, with un-
certainties listed in Table I. Because of the two above-
mentioned di↵erences in event selection, the associated
corrections are also di↵erent, with 0.3% (0.4%) uncer-
tainties for Run-V (Run-VI), uncorrelated between the
two runs. Overall, the rate normalization systematic
uncertainty a↵ecting the background-subtracted rate is
0.9%. A calibration procedure is also applied to equalize
the blob energy scale for Run-V, Run-VI and MC sim-
ulated events, separately for single-electron and double-
electron events, using 208Tl calibration data. Four uncor-
related blob energy scale systematic uncertainties are as-
signed, for Run-V single-electron (0.5%), Run-V double-
electron (2.1%), Run-VI single-electron (0.4%), and Run-
VI double-electron (2.1%) events, respectively.
The top panel in Fig. 7 compares the Run-V and Run-

VI rates as a function of blob energy, after applying the
small corrections and calibrations mentioned above. In
both datasets, the rates are dominated by single-electron
background events with Eb ⇡100 keV. The secondary
bumps at 300–550 keV are due to double-electron back-
ground events (Run-V and Run-VI) and to the 2⌫�� sig-
nal (Run-V only). The bottom panel in Fig. 7 shows
the background-subtracted (Run-V minus Run-VI) rate,
superimposed with the best-fit MC prediction. Together
with the 2⌫�� rate parameter, the fit incorporates five
additional nuisance parameters a↵ecting the MC predic-
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• The NEXT-White experiment was able to measure the half-
life of the  decay in 136Xe (a continuous spectrum).


• Two analysis methods: background-model dependent and 
model-independent


• Model-independent analysis: difference between 136Xe-
enriched spectrum and 136Xe-depleted spectrum.

2νββ

136Xe-enriched

136Xe-depleted

T1/2 = 2.34+0.80
−0.46 (stat) +0.30

−0.17 (sys) × 1021 yr

Phys.Rev.C 105 (2022) 5, 055501

arXiv: 2111.11091 

https://arxiv.org/abs/2111.11091
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Figure 14. Energy spectra around the Q�� of 136Xe according to the background-model fit presented
in the text. Run-V (left) and Run-VI (right) data are superimposed to the best-fit background
expectations and the 0⌫�� signal corresponding to the obtained upper limit rate at 90% C.L. The
vertical dashed lines define a 100 keV region around Q�� . The number of observed and expected
events within this ROI is also displayed.

background events. The corresponding probability to observe 4 or more events is 13.8%. In

the absence of a 0⌫�� signal, a lower limit on T 0⌫
1/2 is inferred from the profile likelihood fit,

considering the entire energy spectrum. The inferred lower limit on the 0⌫�� half-life is T 0⌫
1/2

> 5.5⇥ 1023 yr at 90% C.L., while the expected median sensitivity is T 0⌫
1/2 > 2.9⇥ 1023 yr.

Relying on the phase space factor of [34] and on the nuclear matrix elements summarized in

[35] (referring to shell model [36–39], QRPA [40–44], EDF theory [45–47] and IBM [48, 49]

calculations), this result corresponds to an upper limit on the Majorana neutrino mass of

hm��i ⌘ |
P

i U
2
eimi| = 0.74–3.19 eV, being Uei and mi the elements of the neutrino mixing

matrix and the neutrino mass eigenvalues, respectively.

This analysis also provides a cross-check of the 2⌫�� measurement reported in [19]. The

main di↵erence between the two analyses is to explicitly consider the cosmogenic background

contribution in the one described here. As the cosmogenic background contribution is of

little importance compared to the radiogenic background contribution in the 2⌫�� energy

region of interest, similar results are expected. Indeed, the fit value for the 2⌫�� rate is

R(136Xe) = 335 ± 75(stat) ± 52(sys) yr�1. The measured rate excludes the null hypothesis

at 4.1 �, reproducing the median sensitivity found in MC studies. The corresponding 2⌫��

half-life is T 2⌫
1/2 = 2.16+0.67

�0.39(stat)
+0.47
�0.27(sys)⇥ 1021 yr, fully consistent with our measurement

[19].

The reduced-�2 of the fit, �2/dof=172.3/137 (p-value = 2.2%), points at a statistically

significant deviation between the data and the MC expectations, as was the case for the

radiogenic background fit in Sec. 4.3.

However, this poor goodness of fit is not expected to impact the �� results, as they

are e↵ectively derived from the comparison of the 136Xe-enriched and 136Xe-depleted data.
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 measurement in NEXT-White0νββ
• Although originally beyond its scientific goals, the NEXT-White detector was 

recently exploited in order to perform a demonstration of the  search 
capabilities with the NEXT technology.


• Two methods: background-model-dependent and background subtraction. 


• Low mass, so result not competitive with world’s best limit, but proof-of-
principle analysis
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Figure 15. Background-subtracted �� fit. Left: background-subtracted data superimposed to the ��
expectation according to the T 2⌫

1/2 reported in [33]. The normalization and background-subtraction
systematics are shown with red and green bands, respectively. Right: background-subtracted
data superimposed to the post-fit 2⌫�� distribution and the 0⌫�� signal corresponding to the
obtained upper limit rate at 90% C.L. The vertical dashed lines define a 100 keV region around
Q�� (⇠ ±2⇥FWHM).

The pre-fit distributions (left) and the fit outcome (right) are shown in Fig. 15. The fit

yields a �2/dof of 30.2/30 (p-value=46%). The best-fit value for the 0⌫�� rate is pushed to

the physical limit of zero. Marginalizing with respect to all other parameters in the fit, a

lower limit for the corresponding half-life of T 0⌫
1/2 > 1.3⇥ 1024 yr at 90% C.L. is obtained.

The expected median sensitivity at the same C.L. is T 0⌫
1/2 > 2.9 ⇥ 1023 yr, significantly

below the inferred one. This discrepancy arises from the negative rate observed in the

energy region around Q��, which deviates from zero (null signal) in ⇠2.1�. According to

MC studies, the probability of obtaining a result that is at least as incompatible with a

null signal as the obtained one is 0.5%. Using the same phase space factor and nuclear

matrix element assumptions as in Sec. 5.1, this half-life lower value translates into an upper

limit for the Majorana neutrino mass of hm��i<0.48–2.07 eV. The fit also yields a best-fit

value for the rate of 2⌫�� events which corresponds, as expected, to a 2⌫�� half-life fully

consistent with the one reported in [19] using the same background-subtraction analysis

methodology.

6 Summary and conclusions

Although originally beyond its scientific goals, the NEXT-White detector has been fully

exploited in order to perform a demonstration of the 0⌫�� search capabilities of the NEXT

technology. While a competitive result cannot be achieved due to the limited fiducial

xenon mass (3.50±0.01 kg), the excellent performance of NEXT-White has provided a
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1/2 > 5.5 × 1023 yr

Background subtraction
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1/2 > 1.3 × 1024 yr
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Figure 14. Energy spectra around the Q�� of 136Xe according to the background-model fit presented
in the text. Run-V (left) and Run-VI (right) data are superimposed to the best-fit background
expectations and the 0⌫�� signal corresponding to the obtained upper limit rate at 90% C.L. The
vertical dashed lines define a 100 keV region around Q�� . The number of observed and expected
events within this ROI is also displayed.

background events. The corresponding probability to observe 4 or more events is 13.8%. In

the absence of a 0⌫�� signal, a lower limit on T 0⌫
1/2 is inferred from the profile likelihood fit,

considering the entire energy spectrum. The inferred lower limit on the 0⌫�� half-life is T 0⌫
1/2

> 5.5⇥ 1023 yr at 90% C.L., while the expected median sensitivity is T 0⌫
1/2 > 2.9⇥ 1023 yr.

Relying on the phase space factor of [34] and on the nuclear matrix elements summarized in

[35] (referring to shell model [36–39], QRPA [40–44], EDF theory [45–47] and IBM [48, 49]

calculations), this result corresponds to an upper limit on the Majorana neutrino mass of

hm��i ⌘ |
P

i U
2
eimi| = 0.74–3.19 eV, being Uei and mi the elements of the neutrino mixing

matrix and the neutrino mass eigenvalues, respectively.

This analysis also provides a cross-check of the 2⌫�� measurement reported in [19]. The

main di↵erence between the two analyses is to explicitly consider the cosmogenic background

contribution in the one described here. As the cosmogenic background contribution is of

little importance compared to the radiogenic background contribution in the 2⌫�� energy

region of interest, similar results are expected. Indeed, the fit value for the 2⌫�� rate is

R(136Xe) = 335 ± 75(stat) ± 52(sys) yr�1. The measured rate excludes the null hypothesis

at 4.1 �, reproducing the median sensitivity found in MC studies. The corresponding 2⌫��

half-life is T 2⌫
1/2 = 2.16+0.67

�0.39(stat)
+0.47
�0.27(sys)⇥ 1021 yr, fully consistent with our measurement

[19].

The reduced-�2 of the fit, �2/dof=172.3/137 (p-value = 2.2%), points at a statistically

significant deviation between the data and the MC expectations, as was the case for the

radiogenic background fit in Sec. 4.3.

However, this poor goodness of fit is not expected to impact the �� results, as they

are e↵ectively derived from the comparison of the 136Xe-enriched and 136Xe-depleted data.
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NEXT-100

• Demonstrate ~bgr-free conditions at 100 kg scale, 0νββ search, tonne-scale demonstrator. 

• Target background rate of 5×10-4 counts/(keV⋅kg⋅yr) or 1 count/(ROI⋅yr) 

• Status: in advanced construction stage, to be installed at the LSC in late 2022.

13

See poster #143, G. Diaz

  JHEP 05 (2016) 159

See poster #140, K. Mistry

1.2 m

1.1 m

NEXT-100

18

• Scales up NEXT-White ~2:1 in dimensions 

• 1st half of 2023 → Construction 

completed & assembling
• 2nd half of 2023 → Commissioning & 

calibration

Plans

• Keep energy resolution <1% FWHM 

• Improve radioactive budget 

• Prepare for the tonne-scale 


• Target background rate of 5×10-4 counts/
(keV⋅kg⋅yr) or 1 count/(ROI⋅yr).

Goals





The NEXT-100 detector
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Helena Almazán 
18

Anode-EL region using meshes 

The NEXT-100 detector

N100 - Prototype

EL and cathode 
constructed from tensioned 

hexagonal meshes  
(~100 μm thickness)

Electrostatic deflection of 
the EL measured 

(important for energy 
resolution)  

Solid lines - prediction

~1.0 m

STEFANO ROBERTO SOLETI - 7 JUNE 2023



The NEXT-100 detector
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Helena Almazán 
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Tracking Plane 
3584 Hamamatsu SiPMs  

1.3x1.3 mm2 - 15.55 mm pitch 
(60% more photons)

Hamamatsu SiPMs: 
easier to mount, 

more robust,  
larger area. 
Better for 

 dynamic range 
 

Coated with TPB 
for better light 

detection

The NEXT-100 detector

Energy Plane 
60 Hamamatsu PMTs 

R11410-10 - Same NEW  
(30% coverage)

Windows are 
coated with PEDOT

PMTs coupled 
to xenon gas 

through 
sapphire 
windows 

welded to a 
radio pure 

copper frame

STEFANO ROBERTO SOLETI - 7 JUNE 2023









NEXT-100 background budget
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Figure 9. Contribution to the background rate of NEXT-100 of the di↵erent detector subsystems
considered in our background model. An asterisk (*) next to a bar indicates that the contribution
corresponds to a positive measurement of the activity of the material.

the external surface of the vessel— will be reduced by at least two orders of magnitude

with respect to the activity in the experimental hall of LSC (⇠ 80 Bq/m3) thanks to the

use of a radon abatement machine that will be installed in 2016. The computed rejection

factor for this source of background is 2 ⇥ 109, resulting in a background rate of about

10�5 keV�1 kg�1 yr�1 for a 222Rn activity of 0.5 Bq/m3 (see Fig. 10 for other values of the

specific activity of 222Rn in the range between 10�2 and 102 Bq/m3). Radon contamination

in the xenon gas causes two di↵erent types of background events: � tracks from the decay

of 214Bi in the active volume, and photoelectrons generated by gamma rays emitted, for the

most part, from the TPC cathode following the decay of 214Bi. In the EXO-200 TPC, the

latter type of events constitute about 80% of the measured activity of 222Rn in the liquid

xenon, while the former make up the remaining 20% [65]. The rejection power against both

types of background events is similar, approximately 2.5⇥ 106. In the case of the � decays

of 214Bi in the xenon bulk, we have estimated that Bi-Po tagging — i.e. the coincident

detection in an event of the � emitted in the decay of 214Bi and the alpha emitted by 214Po

– 21 –

• The main background in NEXT is represented by natural decay 
series (U, Th) producing 214Bi and 208Tl.


• The Canfranc Underground Laboratory provides a radiopurity 
facility to asses the radioactivity of the detector materials 
(copper, PMTs, boards…)


• Detector will operate in an airborne-radon-depleted environment 
thanks to the radon-abatement system provided by the LSC.


• Spallation neutrons produced by cosmic rays: flux reduced by 
rock above the detector. Main source are those originating in the 
detector shielding: muon veto being considered.

JHEP 05 (2016) 159

https://link.springer.com/article/10.1007/JHEP05(2016)159
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Prototypes

2010-2014


Demonstration of detector concept

~1 kg

NEXT-White

2015-2021


Background model assessment

2𝜈𝛽𝛽 measurement for 136Xe

NEXT-100(1000)

2022-2026


Neutrinoless double beta decay search 
in 136Xe (1027 y)

NEXT-HD/BOLD

Barium tagging for background-free 

experiment in 136Xe (1028 y)

~5 kg ~100 kg

1 Tonne

2009 2014 2017 2023 2024 2027 2028
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à NEXT-DBDM

à NEXT-DEMO

à NEXT-White
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àNEXT-HD

àBarium tagging phase(s)

The NEXT Program
• Sequence of HPGXe TPCs, focused on 

achieving big, very low background 
xenon 0νββ detector
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• If we want to explore the inverted hierarchy region with the NEXT technology, we need a 
bigger detector, NEXT-HD:

• Order of magnitude more Xe than NEXT-100, ~1 tonne at 15 bar.


• Symmetric design with a central cathode and two readout planes with SiPMs (no energy plane with PMTs).


• Energy readout by a Barrel Energy Detector (double-clad fibers read out by SiPMs).

Figure 10. Projected sensitivity to the 136Xe 0⌫�� half-life and discovery potential for a NEXT
tonne-scale experiment located at LNGS. In order to reach exposure above 10 t yr (indicated with a
dashed line in the plot), a multi-module approach could be considered, as described in the text.

in sensitivity of 11%, while a background rate 5 times worse causes a drop of 30%. In

both of these cases, the experiment would still be competitive. Improvements on these

two parameters are either unlikely (an energy resolution of 0.5% FWHM at Q�� is already

near the apparent Fano limit of gaseous xenon) or pointless (a background rate an order

of magnitude smaller only improves the sensitivity by 7%). In contrast, improving the

signal e�ciency could be possible with more sophisticated data reconstruction and selection

algorithms [55] that could make use, for instance, of the signal events rejected with the

single-track cut (see figure 6). An e�ciency of 40% (compared to the ⇠ 25% of our baseline

scenario) would increase the sensitivity of NEXT-1t by about 60%.

The baseline detector design described in this study uses 1230 kg of enriched xenon

gas (1109 kg of 136Xe). Alternative detector masses were also studied to investigate the

scaling behaviour. In addition to the default configuration, simulation sets were generated

for detectors with dimensions 2 m in diameter and length (560 kg of enriched xenon) and

3 m in diameter and length (1890 kg), and no strong dependence of background index on

detector size was observed. Therefore, within mechanical constraints, the detector design

could be scaled up without major consequences in terms of background. This can be

elaborated on further by studying the radial dependence of events, as shown in figure 11,

where we represent the event rate as a function of the vertex radial position. Both signal

and background events are uniformly distributed throughout the detector, since there is no

self shielding like that observed in detectors using liquid xenon. This also implies that the

gas phase detector utilizes a larger portion of total volume as an active detector. The radial

uniformity of background events within the active volume could also allow for multiple

independent detectors without the need for excess isotope, which is a major cost factor
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• Before scaling to 1 t we need to validate the 
technology choice: HD-DEMO.


• A barrel of WLS fibers will cover the surface 
of the cylinder in order to detect Xe scintillation 
light (175 nm).


• Symmetric design: cathode in the middle, two 
anodes


• PMT readout on one side, cooled SiPM readout 
on the other side.


• Different options being explored:

• Green-to-blue fibers coated with TPB.

• UV-to-blue fibers coated with p-terphenyl.

Asier Castillo 20/02/2024

HD-DEMO
Changes on the design
due to the guidelines
introduced on last meeting (6-Feb)



PRELIM
IN

ARY

Fiber R&D at DIPC
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• Illuminate different fibers with LED and read out with different 
photosensors (PMT, SiPMs).


• Measure light collection efficiency of the system in two steps:

• Measure the light emitted by the LED by placing the photosensor in front.

• Measure the light re-emitted by WLS fibers, illuminated by the same LED.


• LED light output is monitored by a dedicated PMT.



NEXT-HD backgrounds and sensitivity
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• Background sources

• Natural radioactivity in detector materials: 238U and 232Th result in gamma-

ray lines of 208Tl and 214Bi

• Radon: 220Rn and 222Rn diffuse from detector materials or gas system


• Radon abatement system deployed at LSC makes this component subdominant

• Background of cosmogenic origin: derive from neutron capture on detector 

materials (copper isotopes and 136Xe)

• External tank of water included in detector designs suppresses gamma radiation 

from laboratory walls

In less than 5 years NEXT-HD can reach a 
half-life sensitivity of 1.2x1027 yr (90% CL), 

Figure 10. Projected sensitivity to the 136Xe 0⌫�� half-life and discovery potential for a NEXT
tonne-scale experiment located at LNGS. In order to reach exposure above 10 t yr (indicated with a
dashed line in the plot), a multi-module approach could be considered, as described in the text.

in sensitivity of 11%, while a background rate 5 times worse causes a drop of 30%. In

both of these cases, the experiment would still be competitive. Improvements on these

two parameters are either unlikely (an energy resolution of 0.5% FWHM at Q�� is already

near the apparent Fano limit of gaseous xenon) or pointless (a background rate an order

of magnitude smaller only improves the sensitivity by 7%). In contrast, improving the

signal e�ciency could be possible with more sophisticated data reconstruction and selection

algorithms [55] that could make use, for instance, of the signal events rejected with the

single-track cut (see figure 6). An e�ciency of 40% (compared to the ⇠ 25% of our baseline

scenario) would increase the sensitivity of NEXT-1t by about 60%.

The baseline detector design described in this study uses 1230 kg of enriched xenon

gas (1109 kg of 136Xe). Alternative detector masses were also studied to investigate the

scaling behaviour. In addition to the default configuration, simulation sets were generated

for detectors with dimensions 2 m in diameter and length (560 kg of enriched xenon) and

3 m in diameter and length (1890 kg), and no strong dependence of background index on

detector size was observed. Therefore, within mechanical constraints, the detector design

could be scaled up without major consequences in terms of background. This can be

elaborated on further by studying the radial dependence of events, as shown in figure 11,

where we represent the event rate as a function of the vertex radial position. Both signal

and background events are uniformly distributed throughout the detector, since there is no

self shielding like that observed in detectors using liquid xenon. This also implies that the

gas phase detector utilizes a larger portion of total volume as an active detector. The radial

uniformity of background events within the active volume could also allow for multiple

independent detectors without the need for excess isotope, which is a major cost factor
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using Single Molecule Fluorescence Imaging
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A new method to tag the barium daughter in the double beta decay of 136Xe is reported. Using
the technique of single molecule fluorescent imaging (SMFI), individual barium dication (Ba++)
resolution at a transparent scanning surface has been demonstrated. A single-step photo-bleach
confirms the single ion interpretation. Individual ions are localized with super-resolution (⇠2 nm),
and detected with a statistical significance of 12.9 � over backgrounds. This lays the foundation for
a new and potentially background-free neutrinoless double beta decay technology, based on SMFI
coupled to high pressure xenon gas time projection chambers.

INTRODUCTION

The nature of neutrino mass is one of the fundamen-
tal open questions in nuclear and particle physics. If

⇤ Corresponding author: austin.mcdonald@uta.edu
† Corresponding author: ben.jones@uta.edu
‡ NEXT Co-spokesperson.
§ Now at University of Texas at Austin, USA.
¶ Deceased.

neutrinos are Majorana particles, their tiny mass may
be evidence for high energy-scale physics via the see-
saw mechanism [1–5], and lend support for a compelling
theoretical explanation of the matter-antimatter imbal-
ance in the universe (leptogenesis) [6]. The most sen-
sitive known method to establish the Majorana nature
of the neutrino experimentally is direct observation of
neutrinoless double beta decay (0⌫��) [7–10], a radioac-
tive process that can occur if and only if the neutrino
is a Majorana fermion. The mass scale implied by di-
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rophores in solution to enable spatial resolution. Various
methods of immobilization are described in the SMFI lit-
erature. We used a matrix of polyvinyl alcohol (PVA),
prepared according to the prescription in Ref. [34], trap-
ping the fluors but allowing permeability of ions through-
out the sample.

Coverslips were inspected for defects and cleaned by ul-
trasonic bath in acetone for 30 minutes and then ethanol
for 30 minutes. Once clean, they were placed in a vac-
uum oven at 340 K to bake overnight. A bu↵er solution
(pH 7.2) was established using ACS Ultra Trace water
with imidazole and hydrochloric acid. PVA was added
(5% by weight) to form the working bu↵er and placed
in a hot water bath. Once the PVA is fully dissolved it
is removed from the bath and set on a stir plate, with
water added to reach the target volume. After 30 min-
utes the solution reaches room temperature and BAPTA
[29] is added to a concentration of 250 µM to suppress
residual calcium. The SMFI fluor Fluo-3 is then added,
to a concentration of 1 nM. Three background samples
were made by placing 50 µL of solution onto a coverslip
then spin coating it at 1800 rpm for 10 seconds. These
will be referred to as the “barium-free” samples. Ba++

was then added in the form of barium perchlorate salt
solution to a target concentration of 500 µM, to make
three “barium-spiked” samples. All samples were placed
in an oven at 340 K for 4 hours, and then left to cure
overnight at room temperature, in order to harden the
PVA matrix.

Prior to scanning the samples, the AOTF was set to
488 nm, which is the peak excitation wavelength for Fluo-
3. The measured power entering the objective was 1 µW .
The external optics were adjusted to place the system
into total internal reflection mode using prismatic align-
ment [35], and surface sensitivity was checked with fluo-
rescent micro-spheres. Each sample was then placed onto
the microscope stage and scanned.

The imaging protocol was to find a 35⇥35 µm2 Field
of View (FOV) where at least one fluorescent spot was
present, and focus the microscope on that spot by mini-
mizing its point spread. Once focus was achieved, images
were taken every 500 ms for 375 s. Then, a new FOV was
found by randomly translating the sample stage and re-
focusing. This was done for 22 FOVs across the three
samples for both barium-free and barium-spiked sets.
Notably, because the microscope could not be focused
on empty regions, our measurements of the barium-free
sample activities are biased towards higher yields, thus
imposing a penalty in the numerical significance of our
result. Nevertheless, as will be shown, the count of ions in
barium-spiked samples is significantly higher than back-
ground, demonstrating unambiguous single Ba++ ion de-
tection, even with this penalty.

FIG. 4. Fluorescence trajectory for one candidate in a
barium-spiked sample. “Signal” shows the average activity
in 5x5 pixels centered on the local maximum. “Background”
shows the average in the 56 surrounding. The single step
photo-bleach is characteristic of single molecule fluorescence.

RESULTS

Figure 3 shows the raw data for one FOV in a barium-
spiked sample. Activity is present from both near-surface
(bright) and deeper (dim) fluorophores. An analysis tech-
nique was developed to obtain the fluorescence history of
the near-surface spots from the raw CCD images. Only
these bright spots would be expected in a surface-based
tagging sensor, with the deeper fluorophores here being
an artifact of our slide preparation procedure.
The hallmark of single molecule fluorescence is a sud-

den discrete photo-bleaching transition [36]. This occurs
when the fluorophore transitions from a fluorescent to a
non-fluorescent state, usually via interaction with reac-
tive oxygen species [37]. This discrete transition signifies
the presence of a single fluor, rather than a site with
multiple fluors contributing. The 375 s scan time is sig-
nificantly longer than the typical photo-bleaching time of
Fluo-3 at this laser power [37], so the majority of spots
are observed to bleach in our samples. A typical near-
surface fluorescence trajectory is shown in Fig. 4. One
0.5 s exposure of this spot directly before the step and
one 0.5 s exposure directly after the step are shown in
Fig. 1.
Near-surface, photo-bleaching Ba++ candidate spots

were identified as follows. The images from one FOV
were summed and the di↵use background was subtracted.
Local maxima 3 � above background fluctuations were
identified. The images were analyzed frame by frame
and each candidate ion was assigned a 9⇥9 pixel array











NEXT-BOLD

37

e-e-

Tracking

plane

SiPMs

CathodeGateAnode

(ground)

Pressurized vessel

10-15 bar GXe

EL 

region

Drift region

Barium

Tagging

136Ba++

e-

e-
e-

e-

e-

Laser

CCD

136Xe

HVG HVC
1. The 136Xe atom decays, producing two electrons 

and the Ba++ ion. 


2. The electrons drift towards the anode and the Ba 
(slowly) towards the cathode.


3. The Energy-Tracking Device measures the energy  
of the electrons and reconstructs the 
barycentre of the track. 


4. This triggers the sensor while drifts towards the 
cathode where a ML of organic molecules catches 
it.


5. These molecules work as Fluorescent Bicolor 
Indicators (FBI), as their light emission shifts upon 
chelation with Ba2+. This is the signal of Ba2+ 
detection.


6. The sensor is scanned repeatedly.


7. Together with the electron track we obtain a 
delayed coincidence signal. 

Sensor-to-ion concept

STEFANO ROBERTO SOLETI - 7 JUNE 2023
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• NEXT with barium tagging would provide a dramatic sensitivity 
improvement through combination of signal efficiency increase 
and background reductions

NEXT with barium tagging

(assuming high efficiency barium tag can be achieved)



Evolution of NEXT-100: Towards a demonstrator of HD/BOLD
1. After its initial run, NEXT-100 will be upgraded to 

become a true demonstrator of HD/BOLD 
technology.


2. PMTs will be replaced by a BFD (Barrel Fiber 
Detector).


3. SiPMs in the tracking plane will be readout by in-
house developed ASICs, thus making it possible to 
scale to larger tracking planes.  


4. Possibility to upgrading tracking plane itself (e.g, 
improving the optics, “Axel-style”. Great 
opportunity for collaboration. 


5. 5% Helium will reduce diffusion improve 
performance.


6. A prototype of BOLD detecting system can be 
installed in cathode (no PMTs). 


7. Upgrade + data taking: 2027/2029


8. HD/BOLD could start in 2030.



The NEXT project

• The operation of NEXT-White and now NEXT-100 (HD-DEMO) has established the 
HPXE-EL technology and will allow us to optimise its design, both from the point of view 
of improving the technology (e.g, replacing PMTs with optical fibers), and from the point 
of view of reducing backgrounds. 


• A ton-scale project can consist of one or more modules with masses around 1 ton. 


• R&D on Barium Tagging (NEXT-BOLD) could result in a breakthrough.  


• NEXT-100 physics program will take ~5-6 years. One could start building first module(s) 
of NEXT-HD circa 2030.

• NEXT-HD could explore the inverted hierarchy with competitive results by 2030. NEXT-
BOLD could reach the normal hierarchy. 


