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The Gadolinium project 
y To identify Qe p events by neutron tagging with Gadolinium.
y Large cross section for thermal neutron (48.89kb)
y Neutron captured Gd emits 3-4 Js in total 8 MeV

Ń Well above most of BG from RIs  and the SK trigger threshold

y 90% of Gd capture efficiency at 0.1% loading
y Gd2(SO4)3 was selected to dissolveЍ0.2% loading

Ń In Super-K, it corresponds to 100 tons of loading 
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Super-Kamiokande
• 50-kton water Cherenkov detector located at 

Kamioka, Japan


• Overburden: 2700 mwe


• Inner Detector covered by > 11000 20-inch 
PMTs


• Can detect neutrinos for wide energy rage


• Solar neutrinos 


• Supernova neutrinos 


• Atmospheric/Accelerator neutrinos


• Operational since 1996
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SK-Gd project
• Dissolving Gd to Super-Kamiokande to significantly enhance 

detection capability of neutrons from ν interactions


• Idea first proposed in: 


• First observation of Diffuse Supernova Neutrino 
Background (DSNB) 

• Improve pointing accuracy for galactic supernova


• Precursor of nearby supernova by Si-burning neutrinos


• Reduce proton decay background


• Neutrino/anti-neutrino discrimination (Long-baseline and 
atmospheric neutrinos)


• Reactor neutrinos
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Improving pointing accuracy 
for supernova burst neutrinos
• By tagging IBD events with Gd (which does not have directional 

information), extract ν+e elastic scattering events from SN burst


• Pointing accuracy for SN at 10 kpc: 4~5o → 3o (90%CL) 

• Helps finding coincidence with optical observations
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Without Gd n̅e +p (IBD)
n+e scat. SK-GD (80% n-tagging eff.) 

Simula'on of SN  at 10kp 



Pre-supernova signals
• Precursor signal from Si-burning can also be detectable for nearby SN bursts.


• eg. Betelgeuse at ~200 pc


• KamLAND warning system have been implemented and running


• SK-Gd will also have sensitivity
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(a) Neutron singles expected signal rate (b) DC expected signal rate

Figure 11. Expected signal events in 12 hour time window, after detection e�ciencies are taken into account as per section 5.
A distance of 200 pc and NO is assumed. Dotted lines show the high and low background assumptions.

MO Assumed Warning (hours)

Mass distance given FPR

(M�) Model (pc) 1/year 1/cy.

NO 15 150 Odrzywolek 5.3 - 8.4 3.4 - 6.3

15 150 Patton 7.1 - 14.1 5.1 - 9.8

25 250 Odrzywolek 4.7 - 7.4 3.3 - 5.7

30 250 Patton 1.0 - 1.6 0.7 - 1.1

IO 15 150 Odrzywolek 0.1 - 2.0 0.0 - 0.8

15 150 Patton 0.3 - 4.1 0.0 - 2.2

25 250 Odrzywolek 0.0 - 0.6 0.0 - 0.0

30 250 Patton 0.1 - 0.4 0.0 - 0.1

Table 4. Time at which expected signal exceeds threshold, for some assumptions chosen to represent Betelgeuse. 30M� at
250 pc is far from the range of mass estimates for Betelgeuse, but is provided anyway for comparison. Uncertainty comes from
TNC �-ray model, and background uncertainty.

window each 15 minutes. Assumed signal rates in the final 48 hours at 200 pc are 25.7(7.28) in the 25 M� case,
12.0(3.38) in the 15 M� case, for the NO(IO) case. The pre-SN models used were those of Odrzywolek & Heger
(2010). Not enough information is provided in Asakura et al. (2016) to directly and fairly compare warning times.
Figure 12 shows the probability of detection before core collapse (t=0) against distance to the pre-SN star. The

estimated range for KamLAND is also shown. KamLAND has a latency of 25 minutes, which is not taken into account.
The FPR is set to match that of the 3 � and 5 � with a 48 hour signal window used by KamLAND, for the sake of
comparison. That is, a the false positive rate is set to 1

370 per 48 hours for 3 � and 1
1744278 per 48 hours for 5 �. By

this comparison, the maximum detection range of SK-Gd is slightly shorter than that of KamLAND. This is due to
KamLAND’s lower expected background rate.
Next generation liquid scintillator and Gd loaded water Cherenkov detectors could provide earlier warning to longer

distances due to their large target masses. A future dark-matter direct-detection experiment could also detect signif-
icant numbers of pre-SN neutrinos through coherent scattering, with the advantage of being sensitive to all flavours
(Raj et al. (2019)).

7. CONCLUSION

SN at 200 pc

Pre-Supernova Neutrinos – an even earlier 
warning?

• Neutrino emission is rapidly 
increasing before core collapse
• Lower energies, lower rates
• Could conceivably be detected 

for a very nearby star

->Extra early warning
->Probe late stellar fusion and SN 
progenitor evolution

19/12/2018 Charles Simpson - NuPhys 2018 39

Figure from Odrzywolek & Heger, 2010

KamLAND,  Astrophys. J. 818, 91 (2016)

C. Simpson et al [Super-Kamiokande Collaboration]

 Astrophys. J. 885, 133 (2019)

SK-Gd



Diffuse Supernova 
Neutrino Background

• Diffuse Supernova Neutrino Background (DSNB): 
Neutrinos produced from the past SN bursts and 
diffused in the current universe.


• Can study history of SN bursts with neutrinos


• SN rate problem: Observed SN burst rate lower 
than prediction from cosmic star formation rate


• Invisible dim supernova?


• Black-hole formation?


• Something blocking optical light?
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mean local SFR
    (see Figure 2)

Prediction from cosmic SFR

Cosmic SNR measurements

Figure 1. Comoving SNR (all types of luminous core collapses including Type II
and Type Ibc) as a function of redshift. The SNR predicted from the cosmic SFR
fit and its supporting data (Hopkins & Beacom 2006), as well as that predicted
from the mean of the local SFR measurements, are plotted and labeled. The fit to
the measured cosmic SNR, with a fixed slope of (1+z)3.4 taken from the cosmic
SFR, is shown with the uncertainty band from the LOSS measurement. The
predicted and measured cosmic SNRs are consistently discrepant by a factor of
∼2: the supernova rate problem. However, rates from SN catalogs in the very
local volume do not show such a large discrepancy (see Figure 3).
(A color version of this figure is available in the online journal.)

SNRs (Cappellaro et al. 1999; Dahlen et al. 2004; Cappellaro
et al. 2005) were somewhat lower than those predicted from
the SFR. Similar conclusions were reached by Mannucci et al.
(2007) and Botticella et al. (2008).

In recent years, measurements of the cosmic SFR and
cosmic SNR have rapidly improved. The cosmic SFR has
been measured using multiple indicators by many competing
groups. The accuracy and precision of the cosmic SFR has
been documented (e.g., Hopkins & Beacom 2006) and are
supported by recent data (e.g., Pascale et al. 2009; Rujopakarn
et al. 2010; Ly et al. 2011; Bothwell et al. 2011). The Lick
Observatory Supernova Search (LOSS) has recently published
the best measurement of the cosmic SNR at low redshifts, using
CC SNe collected over many years of systematically surveying
galaxies within ∼200 Mpc (Leaman et al. 2011; Li et al.
2011a, 2011b; Maoz et al. 2011). The Supernova Legacy Survey
(SNLS) has published the most precise SNR measurement at
higher redshifts, using a large sample of CC SNe collected in
their extensive rolling search of four deep fields (Bazin et al.
2009).

Based on the latest data, it has become clear that the measured
cosmic SFR and the measured cosmic SNR both increase by
approximately an order of magnitude between redshift 0 and
1, confirming our expectation that the progenitors of CC SNe
are short-lived massive stars (e.g., Bazin et al. 2009; Li et al.
2011a). On the other hand, the comparison of the normalizations
of the latest SFR and SNR data has been left for future work. We
perform this here for the first time. As illustrated in Figure 1,
the SNR predicted from the cosmic SFR is a factor of ∼2 larger
than the cosmic SNR measured by SN surveys; we term this
normalization discrepancy the “supernova rate problem.” Both
the predicted and measured SNRs are of optically luminous

CC SNe, so the two can be directly compared. The lines in
Figure 1 are fits to the SFR and SNR data, respectively.8 The
discrepancy persists over all redshifts where SNR measurements
are available.9

The nominal uncertainties on the fits (shaded bands) are
smaller than the normalization discrepancy, and the significance
of the discrepancy is at the ∼2σ level. At high redshift, where the
uncertainties of the SNR measurements are largest, the statistical
significance is weaker. However, it is remarkable how well
the cosmic SNR measurements adhere to the expected cosmic
trend—much better than their uncertainties would suggest.
Indeed, the measurements of Dahlen et al. (2004) have been
supported by recent unpublished results and with reduced
uncertainties (Dahlen et al. 2010). We therefore consider the
fits to be a good representation, i.e., the supernova rate problem
persists over a wide redshift range. We systematically examine
resolutions to the supernova rate problem, exploring whether
the cosmic SNR predicted from the cosmic SFR is too large, or
whether the measurements underestimate the true cosmic SNR,
or a combination of both.

In Section 2, we describe the predicted and measured cosmic
SNRs in detail and substantiate the discrepancy. In Section 3, we
discuss possible causes. In Section 4, we discuss our results and
cautions. We summarize and discuss implications in Section 5.
Throughout, we adopt the standard ΛCDM cosmology with
Ωm = 0.3, ΩΛ = 0.7, and H0 = 73 km s−1 Mpc−1.

2. NORMALIZATION OF THE COSMIC SNR

The cosmic SNR is calculated from the cosmic SFR using
knowledge of the efficiency of forming CC SNe. The most
recent SFR is traced by the most massive stars that have the
shortest lifetimes. The primary indicators of massive stars—Hα,
UV, FIR, and radio—are routinely used, with dust corrections
where necessary, to study the populations of massive stars.
However, since the total SFR is dominated by stars with
smaller masses, the SFR derived from massive stars must be
scaled upward according to the initial mass function (IMF); for
example, for a given massive stellar population, an IMF that
is more steeply falling with mass will yield a larger total SFR
compared to a shallower IMF. The scaling is done with the use
of calibration factors derived from stellar population synthesis
codes that calculate the radiative output from a population of
stars following an assumed IMF (see, e.g., Kennicutt 1998).

We adopt the dust-corrected SFR compilation of Hopkins &
Beacom (2006). Their data are well fit by a smoothed broken
power law of the form (Yüksel et al. 2008)

ρ̇∗(z) = ρ̇0

[

(1 + z)aη +
(

1 + z

B

)bη

+
(

1 + z

C

)cη
]1/η

, (1)

where B = (1 + z1)1−a/b, C = (1 + z1)(b−a)/c(1 + z2)1−b/c. We
adopt ρ̇0 = 0.016 h73 M$ Mpc−3 yr−1 for the cosmic SFR at
z = 0, as well as the parameterization a = 3.4, b = −0.3,
c = −3.5, z1 = 1, z2 = 4, and η = −10. These choices are
applicable for the Salpeter A IMF, which is a modified Salpeter
IMF with a turnover below 1 M$ (Baldry & Glazebrook 2003).
The scaling from a Salpeter IMF is ≈0.77. The 1σ uncertainty on

8 Technically, the SNR line shown is not a fit, but is a conservative estimate
based on the SNR measurement of LOSS; see Section 2.
9 However, in the local !25 Mpc volume, the SNR derived from SN catalogs
does not show such a large discrepancy, supporting earlier claims that the true
cosmic SNR is as large as predicted (e.g., Horiuchi et al. 2009; Beacom 2010).
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~ a few SN explosions every second 

O(1018) SNe so far in this universe

H. Horiuchi et al, Astrophys. J. 738, 154 (2011)

DSNB signal will help resolving the puzzle



Current status of DSNB searches
• Current most stringent limit by SK within 

one order of magnitude from most of the 
models.


• Experimental sensitivity limited by 
backgrounds


• Reducing backgrounds is the key for the 
first observation of DSNB


• First observation within reach of SK-Gd
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It is notable that this result is less stringent than the 2003
result of 1:2 !! cm!2 s!1 positron energy >18 MeV. There
are multiple reasons for this.

First, a 0th order approximation of the inverse beta cross
section was then used. Now, the full cross section from [25]
is used. This raises the limit by about 8%. If events with
postactivity are also removed, the old-style analysis limit
becomes 1:35 cm!2 s!1. Furthermore, the binned "2

method used assumed Gaussian statistics, while
Poissonian statistics are more appropriate considering the
low statistics. This alone would change the limit from 1.2
to 1:7 cm!2 s!1. When all these corrections are combined,
the original analysis result of 1:2 !! cm!2 s!1 instead be-
comes 1:9 !! cm!2 s!1.

With our improved analysis, if we neglect atmospheric !
background systematics (which were not fully included in
the 2003 study), the SK-I only LMA result is
1:6 !! cm!2 s!1 (> 18 MeV positron energy), which is
more stringent than the published analysis with these cor-
rections. However, the SK-II and SK-III data show a hint of
a signal, which causes the limit to become less stringent
when all the data are combined, for the final LMA result
(with all systematics) of 2:0 !! cm!2 s!1 > 18 MeV posi-
tron energy, or 2:9 !! cm!2 s!1 > 16 MeV positron energy.

B. Typical SN ! emission limit

Most of the elements involved in a comprehensive pre-
diction of the SRN flux are now fairly well-known [32]
(e.g., initial mass functions, cosmic star formation history,
Hubble expansion, etc.), and thus we can parametrize
typical supernova neutrino emission using two effective

3MeV

4MeV

5MeV

6MeV

7MeV

8MeV

Positron Energy (MeV)

E
ve

nt
 R

at
e 

(/
22

.5
kt

 y
r 

M
eV

)

0

0.05

0.1

0.15

0.2

0.25

0.3

10 15 20 25 30 35 40 45 50 55 60

FIG. 17 (color). True positron spectra in SK for each neutrino
temperature, from 3 to 8 MeV in 0.5 MeV steps (SN !!e

luminosity of 5" 1052 ergs assumed).
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FIG. 18 (color online). Results plotted as an exclusion contour
in SN neutrino luminosity vs neutrino temperature parameter
space. The Irvine-Michigan-Brookhaven (IMB) and
Kamiokande allowed areas for 1987A data are shown (originally
from [35]) along with our new 90% C.L. result. The dashed line
shows the individual 90% C.L. results of each temperature
considered separately, which is not a true two-dimensional
exclusion contour. Results are in the form of Fig. 6 from [32].
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FIG. 19 (color online). Exclusion contour plotted in a parame-
ter space of SRN event rate vs neutrino temperature. The red
shaded contour shows our 90% C.L. result. The dashed line
shows the individual 90% C.L. results of each temperature
considered separately, which is not a true two-dimensional
exclusion contour. CGI is cosmic gas infall model, HMA is
heavy metal abundance model, CE is chemical evolution model,
LMA is large mixing angle model, FS is failed supernova model,
and the 6 and 4 MeV cases are from [13]. For the 4 and 6 MeV
cases a total uncertainty is provided and shown, and the HMA
model gives a range which is shown. Other models have no given
range or uncertainty and are represented by a star.

TABLE V. 90% C.L. flux limit ( !! cm!2 s!1), E! > 17:3 MeV.

Model SK-I SK-II SK-III All Predicted

Gas infall (97) <2:1 <7:5 <7:8 <2:8 0.3
Chemical (97) <2:2 <7:2 <7:8 <2:8 0.6
Heavy metal (00) <2:2 <7:4 <7:8 <2:8 <1:8
LMA (03) <2:5 <7:7 <8:0 <2:9 1.7
Failed SN (09) <2:4 <8:0 <8:4 <3:0 0.7
6 MeV (09) <2:7 <7:4 <8:7 <3:1 1.5

SUPERNOVA RELIC NEUTRINO SEARCH AT SUPER- . . . PHYSICAL REVIEW D 85, 052007 (2012)

052007-13

but also on cosmological evolutions of the star formation and
metallicity.

In this study, we construct a model spectrum of SRNs using
the metallicity distribution function derived from models of
galaxy evolution for the first time. Using this model, we
investigate some uncertainties in SRNs, namely CSFRD, the
explosion mechanism and the nuclear equation of state (EOS).
It is pointed out that most of the theoretical models for galaxy
formation underpredict CSFRD compared with observations at
2z 1 (e.g., Kobayashi et al. 2013, hereafter K13). The

explosion mechanism of a CCSN is still uncertain. Most
numerical simulations reveal that the shock wave launched at
the bounce of the inner core stalls on the way to the core
surface and that some mechanism such as neutrino heating acts
to revive the shock wave leading to the supernova explosion
(e.g., Kotake et al. 2012). The nuclear EOS, which is also still
unknown, affects the collapse dynamics and neutrino emission,
especially for failed supernovae (e.g., Sumiyoshi et al. 2006).

This paper is organized as follows. In Section 2, we present
the formulation of the SRN spectrum. Issues on neutrino
oscillation are also given. In Section 3, the models of galaxy
evolution used in this study are described. We explain
numerical models of the neutrino spectra emitted from various
progenitors in Section 4. Here we introduce the shock revival
time as a parameter that reflects the unknown explosion
mechanism. In addition, we report a new result for a failed
supernova with a different EOS. In Section 5, we show the
results for the spectrum of SRNs and the event rate for Super-
Kamiokande over 1 yr. We also investigate the uncertainties of
the CSFRD, shock revival time and EOS for black hole
formation. Finally, Section 6 is devoted to a conclusion and
discussion.

2. FORMULATION OF SRN BACKGROUND

In this study, we construct a model spectrum of SRNs taking
into account cosmic metallicity evolution. Since SRNs
originate from various progenitors, their dependence of the
neutrino emission affects the spectrum. Here we assume that
the progenitors are characterized by their initial mass, M, and

metallicity, Z. Then the flux of SRNs on the Earth is written as
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1 1, �Ω 0.3m and �-Ω 0.7. The neutrino
energy on the Earth, OE , is related to that at the redshift z, aOE , as
a � �O OE z E(1 ) . The total core-collapse rate, R z( )CC , is

determined by CSFRD, which is stated in Section 3.1. The
neutrino number spectrum from the core collapse of a
progenitor with mass M and metallicity Z,

a aO OdN M Z E dE( , , ) , includes the effect of neutrino oscillation,
which is stated below. Note that, in our model, not only
ordinary supernovae but also black-hole-forming collapses
without an explosion are considered. Meanwhile, Z M( )IMF and
Z z Z( , )ZF are the initial mass function and metallicity
distribution function of progenitors, respectively, which are

normalized as ¨ ¨Z Z� �M dM z Z dZ( ) ( , ) 1
M

M Z
IMF 0 ZF

min

max max .

While the initial-mass dependence of progenitors was studied
previously (Nakazato et al. 2006; Lunardini & Tamborra 2012;
Nakazato 2013), the metallicity dependence is also considered
in our study. Note that Z z Z( , )ZF is a function of the redshift z
due to the cosmic metallicity evolution. We use the metallicity
distribution function derived from models of galaxy evolution
later in Section 3.2.
As already mentioned, we should take into account neutrino

oscillation in the evaluation of SRN spectra. Hereafter, with the
Super-Kamiokande experiment in mind, we concentrate on Ōe .
The number spectrum of Ōe in Equation (1),

O O OdN M Z E dE( , , )ē , is a mixture of spectra of neutrinos
originally produced as Ōe , ON̄ , and OŪ and is written as
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where BP̄ e (B N U� e, , ) is a conversion probability from OB̄ to
Ōe satisfying � � �N UP P P¯ ¯ ¯ 1ee e e , and �P P¯ ( ¯ )ee is the survival
probability of Ōe passing through stellar envelopes and space
(Dighe & Smirnov 2000). Meanwhile, O O OB

dN M Z E dE( , , )¯
0 is

the original spectrum of OB̄ . Note that the original spectra of ON̄
and OŪ are almost identical because ON̄ and OŪ do not have

Figure 1. 90% C.L. differential upper limits on Ōe flux of SRNs. The squares,
circles and triangles are results for Super-Kamiokande (SK-I/II/III, Bays
et al. 2012), Super-Kamiokande with a neutron-tagging (SK-IV, Zhang
et al. 2015) and KamLAND (Gando et al. 2012). Dashed and dotted lines
correspond to our theoretical models with maximum and minimum values of
SRN event rate, respectively (see also Table 3).
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The Astrophysical Journal, 804:75 (15pp), 2015 May 1 Nakazato et al.

[Super-Kamiokande Collaboration]

Phys. Rev. D 85, 052007 (2012)

K. Nakazato et al, Astrophys. J. 804, 75 (2015)
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 Nakazato et al
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→Neutron tagging in SK-Gd



Towards first Gd loading to SK
• As the first step, we will load 10 tons of Gd2(SO4)3 

(0.01% Gd concentration) in 2020 (1/10 of the final 
goal)


• 50% of neutron would be captured by Gd


• x2 - x3 enhancement of n-tagging efficiency


• Many preparation works towards the first Gd 
loading:


• Fixing leak from the SK tank


• Production of ultra-pure Gd2(SO4)3 powder


• Construction of a dedicated purification/
recirculation system for Gd-water
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Details of the preparation works in the next talk by Ito-san



Timeline
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Gd loading plan

ICRR research Joint meeting, December 14th, 2019 15/18 pronost@km.icrr.u-tokyo.ac.jp

Step 1: Preparation of the new Gd-water system  
Step 2: SK pure water recirculation w/ the new water system (Started on Dec. 24, 2019) 
Step 3: Gd loading to 0.01% (This spring!)



DSNB search at SK(-Gd) 
- Current and Future - 
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DSNB signal and backgrounds 
(after requiring neutrons)

12

Supernova Relic Neutrino

I The Supernova Relic Neutrinos (SRN) or
“Di↵use Supernova Neutrino Background”
are an expected background of ⌫ produced
by all the past supernovae.

I Theoretical flux prediction :
0.3 ⇠ 1.5 /cm2/s (17.3MeV threshold)

I Signal: Inverse � decay reaction:

⌫e

p

n

e+

I Large background rate is a↵ecting the
analysis

ICRR research Joint meeting, December 14th, 2019 7/18 pronost@km.icrr.u-tokyo.ac.jp

Backgrounds

I Di�cult analysis due to large backgrounds
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Signal 9Li (from cosmic 
muon spallation)

Backgrounds

I Di�cult analysis due to large backgrounds

Atmospheric ⌫µ CC

⌫µ

n

p

e�

µ�

(T< 50 MeV)

Atmospheric ⌫e CC

⌫e

n

p

e�

Atmospheric ⌫ NC

⌫x/⌫x

e�
e�

⌫x/⌫x

⌫µ

n

n

e+

µ+

(T< 50 MeV)

⌫e

p

n

e+

⌫x/⌫x

16O

�

p

⌫x/⌫x

⌫x/⌫x

16O

�

n

⌫x/⌫x

ICRR research Joint meeting, December 14th, 2019 8/18 pronost@km.icrr.u-tokyo.ac.jp

Atmospheric neutrinos

Backgrounds

I Di�cult analysis due to large backgrounds
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NC(QE)

+ Accidental coincidence  
   (mostly spallation products + fake-neutrons) 

+ Reactor neutrons 



DSNB search with the full 
SK-IV data

• Analysis using the full SK-IV data (2970 
live days) in progress


• Utilize neutron tag with H-capture


• Signal efficiency: ~10% (dominated by 
poor n-tag efficiency)


• Major backgrounds:


• Accidental coincidence


• 9Li


• Atmospheric neutrino NCQE and CC 
interactions


• Sensitivity limited by backgrounds

13

Current distributions

Preliminary
type Nevents

Data 47 ± 6.8
Accidental 15.1 ± 6.0
NCQE ‹ 4.5 ± 2.0
NCQE ‹̄ 2.6 ± 1.2

9Li 10.7 ± 5.5
Reactors 1.4 ± 1.4

Atm. non NCQE 14.7 ± 6.3

19 / 25

15Final Spectrum  

preli
mina

ry

Observation 
ATMNU (CCQE-like+NC non-QE) 
ATMNU (nu-NCQE) 
ATMNU (nubar-NCQE) 
Li9 
Reactor 
Accidental fake coincidence 
SRN (Nakazato et al.)

Total backgrounds:  
   ~50 evts/22.5kton/2970days (> 8 MeV)

→ ~6 evts/22.5kton/year



What we expect with SK-Gd

• Signal efficiency:


• Increase w/ n-tag efficiency:  
~20% → ~50% (0.01% Gd)  
           → >70%?( >0.03% Gd)


• Backgrounds 


• Accidental: significantly reduced


• Shorter neutron capture time


• Less fake neutron signal due to larger 
n-capture signal (8 MeV vs 2 MeV)


• 9Li and atmospheric neutrino backgrounds 
expected to remain similar to SK-IV n-tag 
analysis


• Increase w/ n-tag efficiency


• 9Li reduction w/ re-optimization of 
spallation neutron cut


• Atmospheric event reduction                
w/ n-multiplicity cut

14

Expected change from       
the latest analysis w/ n-tag 

Model 10-16MeV 16-28MeV Total 
HBD 8MeV 11.3 19.9 31.2
HBD 6MeV 11.3 13.5 24.8
HBD 4MeV 7.7 4.8 12.5
HBD SN1987a 5.1 6.8 11.9
BG 10 24 34

10 12 14 16 18 20 22 24 26 28
Position Energy (MeV)

9Li and atm NC Atm CC

SK-Gd

SK-Gd: FV = 22.5 kton, 10 year observation, 0.1%Gd 

SRN flux;
Horiuchi, Beacom and Dwek, 
PRD, 79, 083013 (2009)
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Impact of backgrounds
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Model 10-16MeV 16-28MeV Total 
HBD 8MeV 11.3 19.9 31.2
HBD 6MeV 11.3 13.5 24.8
HBD 4MeV 7.7 4.8 12.5
HBD SN1987a 5.1 6.8 11.9
BG 10 24 34

• Current background uncertainty: >40%


• Toy sensitivity estimation:


• εprompt = 64% (based on current SK-IV 
analysis)


• εneutron = 50% (first two years) 
              70% (From the third year)


• Background sys error = 40%


• Significance = Nsig / σbkg(stat+sys)


• Can only reach 1-1.5σ for DSNB at 4 int/22.5kton/
year 

• Reducing backgrounds and its systematic 
uncertainty are both critical for DSNB observation

Background ~ 3.4 events / 22.5 kton / year

SK-Gd: FV = 22.5 kton, 10 year observation, 0.1%Gd 

— Bkg. = 3.4 ± 1.4 evt/year

Assumed DSNB rate = 4 int/year 
(before detection efficiency)

Most problematic background:  
Atmospheric ν NCQE interactions

• Spectrum shape similar to DSNB

• Suffered by large uncertainty from


• Atmospheric nu flux (~15%)

• NCQE cross-section (~30%)

• Neutron multiplicity (~40%)

→Many efforts to tackle NCQE backgrounds ongoing

Not an official SK-Gd sensitivity



THE T2K EXPERIMENT

8

~500 researchers, 62 institutes, 11 countries

In 2013 T2K made the first discovery of an appearance mode: νμ→νe  
(Phys. Rev. Lett. 112, 061802 (2014))

Muon (anti)neutrino beam generated at J-PARC and 
detected at Super-Kamiokande

NCQE measurement with 
accelerator neutrino beam

• Unique feature for SK-Gd (and HK): control sample 
of NCQE interactions w/ accelerator neutrino beam 
from J-PARC


• Large part of beam energy spectrum overlaps with 
atmospheric neutrinos


• [NEW!] Just released new results at SK with the 
T2K beam:  Phys. Rev. D 100 112009 (2019)


• Still statistics is poor in the region of interest. 
Precision will be improved with more data

16
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of these two contributions is used and a ±65% variation is
applied to both N secondary-n

C
and N secondary-p

C
. The vari-

ation producing the largest change in the final sample is
used to compute the final error and results in a ⇠13%
uncertainty for signal and roughly 20% for the NC-other
and CC components. In addition, the impact of uncer-
tainties from the final state interaction model has been
evaluated to be as large as 3%. The total uncertainty for
each is obtained by summing these two contributions in
quadrature.

C. Oscillation parameter and detector response
uncertainties

Errors on the oscillation parameters, ✓13, ✓23, and
�m2

32
, are taken from Ref. [20]. Varying each of these,

the change in the selected number of CC events results
in 3�4% errors for the FHC and RHC samples.

Errors on each reconstructed parameter used in the
event selection, Erec, dwall, e↵wall, ovaQ, and ✓C are con-
sidered as detector response uncertainties. These have
been studied using detector calibrations [51, 52], and

CN
0 2000 4000 6000 8000 10000

se
le
ct
ed

P

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

FHC
RHC

FIG. 9. Probabilities of an event being reconstructed in the
energy region of 3.49�29.49 MeV as a function of the number
of Cherenkov photons (NC) for FHC and RHC.

their e↵ect on the final sample is 1%. Similarly, the gain
of the SK PMTs was found to vary over the observation
period and its impact is considered as systematic error in
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of these two contributions is used and a ±65% variation is
applied to both N secondary-n

C
and N secondary-p

C
. The vari-

ation producing the largest change in the final sample is
used to compute the final error and results in a ⇠13%
uncertainty for signal and roughly 20% for the NC-other
and CC components. In addition, the impact of uncer-
tainties from the final state interaction model has been
evaluated to be as large as 3%. The total uncertainty for
each is obtained by summing these two contributions in
quadrature.

C. Oscillation parameter and detector response
uncertainties

Errors on the oscillation parameters, ✓13, ✓23, and
�m2

32
, are taken from Ref. [20]. Varying each of these,

the change in the selected number of CC events results
in 3�4% errors for the FHC and RHC samples.

Errors on each reconstructed parameter used in the
event selection, Erec, dwall, e↵wall, ovaQ, and ✓C are con-
sidered as detector response uncertainties. These have
been studied using detector calibrations [51, 52], and
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their e↵ect on the final sample is 1%. Similarly, the gain
of the SK PMTs was found to vary over the observation
period and its impact is considered as systematic error in

Figures from Phys. Rev. D 100 112009 (2019)
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Neutron multiplicity measurement 
with accelerator neutrino beam

• [NEW!] Measurement of neutron multiplicity by CC interactions from the T2K neutrino beam 


• Used neutron captures on Hydrogen


• Revealed significant discrepancy from the predictions 


• Awaiting for improved measurement with Gd-capture neutrons 

17

T2K-TN-371-v4.0

this tendency observed is common to both of the FHC and RHC 1R⌫µ samples and1306

between the three di↵erent MCs. As small Pt corresponds to small four momentum1307

transfer squared Q
2 at the primary ⌫ interaction, the results may indicate that the1308

simulation used for making the expectations overpredict neutrons in the small Q2
1309

region.1310

Figure 95: Mean neutron multiplicity as a function of reconstructed muon transverse
momentum in comparison to the equivalent expectations of the NEUT, NuWro, and
GENIE based MCs. The left and right figures show the FHC and RHC 1R⌫µ samples,
respectively.

Figure 96: Mean neutron multiplicity averaged over Pt of the Runs 1-9 data with
the three di↵erent expectations. All the observed tagged neutrons and ⌫ events in
the 1R⌫µ sample are integrated over Pt before calculating the multiplicity.

109

ν-mode ν-mode



Further background 
reduction w/ event topology
• x2 better vertex resolution for Gd-

capture event than H-capture 


• Opens the possibility of further 
topological cuts with neutrons


• Neutrons from atmospheric 
neutrino interactions tend to travel 
more


• Investigating possibility of further 
reduction w/ neutron flight 
distance and direction


• T2K neutrino beam would also be 
ideal for this study

18

More important T2K role in SK-Gd: 
Development of NCQE cut w/ T2K data

2020.1.17 29th J-PARC PAC meeting 16

• Improved vertex resolution w/Gd will make topology cut possible
• Control T2K NCQE sample in SK-Gd is indispensable!  
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Sensitivity scenarios 
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Assumed DSNB rate = 4 int/year 
(before detection efficiency)

— Bkg. = 1.7 ± 0.3 evt/year 
— Bkg. = 1.7 ± 0.7 evt/year 
— Bkg. = 3.4 ± 0.7 evt/year 
— Bkg. = 3.4 ± 1.4 evt/year

Current bkgs and 40% sys error

Current bkgs and 20% sys error

1/2 bkgs and 40% sys error

1/2 bkgs and 20% sys error
Not an official SK-Gd sensitivity



Towards first observation of 
DSNB signal

• Make big enough detector with low radio-impurity and efficient neutron-tagging 


• Further understanding/reduction of backgrounds indispensable


• Better understanding of atmospheric neutrino NCQE interactions:


• Direct measurement w/ T2K beam


• External measurement of Oxygen spectroscopic factors, neutron 
interactions in water etc.


• Further topological cut w/ neutrons for atmospheric neutrinos


• Better constraints of atmospheric neutrino flux


• Improved cuts for spallation products

20

Above items can/should be realized within the time scale of SK-Gd 

But, just building SK-Gd is not enough

→SK-Gd



Backgrounds

I Di�cult analysis due to large backgrounds
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Dream detectors
• Can other detector technology further reduce 

backgrounds for DSNB?


• (Delayed) neutron signal already utilized


• Idea: e+/e-/γ separation with superb position sensitivity

21

Supernova Relic Neutrino

I The Supernova Relic Neutrinos (SRN) or
“Di↵use Supernova Neutrino Background”
are an expected background of ⌫ produced
by all the past supernovae.

I Theoretical flux prediction :
0.3 ⇠ 1.5 /cm2/s (17.3MeV threshold)

I Signal: Inverse � decay reaction:

⌫e

p

n

e+

I Large background rate is a↵ecting the
analysis
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Figure 1: LiquidO Detection Principle and Imaging Capability. The energy deposition of a simulated 1MeV positron in a

LiquidO detector is used to illustrate the detection principle and imaging capability. The simplest configuration of detector geometry is

shown in (a). The bottom diagram shows how the green fibres run through the scintillator in parallel with the z-axis and the top plot

shows the x-y projection. The energy deposition of the positron is shown by the red point and the Compton scatters of the 0.51 MeV

back-to-back annihilation �’s by light and dark blues. One of the �’s (dark blue) turns upwards to run approximately parallel with the

fibres and this is reflected by its shorter extent in the x-y projection. In (b) the simulation of the light hitting each fibre in a 1-cm-pitch

lattice is shown in two scenarios. On the left an opaque scintillator with a 5mm scattering length is simulated whereas on the right

the scintillator is transparent. The colour of each point represents the number of photons hitting a fibre at that x-y location. With a

transparent medium the resulting image from the fibre array is almost completely washed out. In stark contrast, the light confinement

around each energy deposition with the opaque scintillator allows preservation of the event’s precious topological information and the

formation of a high-resolution image.

Scintillators used in modern neutrino experiments typically
have scattering lengths of up to tens of metres. Reducing the
scattering length down to the scale of millimetres causes the
light to be confined to a volume that is much smaller than the
typical physical extent of, for example, a 1 MeV �-ray event
whose energy is lost via Compton scattering. To extract the
light a lattice of wavelength-shifting fibres runs through the
scintillator. With a lattice spacing on the scale of a centime-
tre, prompt and e�cient light collection can be achieved and
absorption losses minimised. Many configurations of the fi-
bre lattice are possible, and in principle fibres could run in
all three orthogonal directions. In practice, fibres running in
only one direction might su�ce for most purposes.

Fig. 1(a) illustrates the detection principle using the sim-
plest configuration where the fibres all run along the z-axis.
The energy depositions from a simulated 1MeV e+ are shown.
The light captured by the fibres forms a two-dimensional (x,y)
projection of the ionisation pattern, which is shown in the
top plot of Fig. 1(a). Furthermore, by considering the di↵er-
ence in time of the light detection at the two ends of each
fibre, information about the position of light capture along
the length (z-coordinate) can be extracted. Fig. 1(b) shows
a simulation of the simple detector configuration where the
colour of each point shows the number of photons hitting a
fibre. On the left an opaque scintillator is simulated and on
the right the scintillator is transparent. The formation of the
light-ball around the position of each Compton electron can
be seen clearly for the opaque scintillator, whereas that pat-
tern is almost completely washed out in the transparent case.

Previous scintillator detectors aiming to address the MeV e+

topology have required fine segmentation. In contrast, the
LiquidO technique e↵ectively self-segments due to stochas-
tic light confinement. This eliminates the need to add dead
material (with associated potential radioactivity) to achieve
segmentation and therefore substantially reduces the cost and
complexity of producing scintillator detectors capable of high-
resolution imaging.

The development of the LiquidO approach builds on much
of the well-established technology of scintillator detectors,
including modern Si-based photo-sensors (SiPM) [10, 11],
wavelength shifting fibres and the organic scintillator mate-
rials themselves. The scintillator’s stable isotopes, consisting
mainly of H and 12C (98.9% natural abundance), are well
documented as neutrino interaction targets. The SiPMs have
high quantum e�ciencies of 50% and fast-time resolutions
of up to 100 ps per photon detected [12]. From our sim-
ulations, it is estimated that more than 90% (60%) of the
light will hit the fibres of a 1-cm-pitch lattice in a scintilla-
tor with an absorption length of 5m (1m). Compared to the
tens of metre long absorption lengths necessary for the largest
LSD based experiments, this represents a substantial reduc-
tion in the requirements for transparency. With a typical or-
ganic scintillator light yield of about 10 photons per keV [2],
and a wavelength shifting fibre acceptance of about 10% (the
main loss in detection [13]), the number of detected photons
is estimated to be a maximum of around 300 per MeV for
LiquidO. When scaling to larger detectors this amount will
reduce due to the several-metre attenuation lengths typical

3

Organic liquid TPC
arXiv: 1908.02859 arXiv: 1405.1308 etc

Ideal detectors for DSNB detection if realized at >10 kton scale

→ Further topological selection for prompt positron?



Test chamber at Kamioka
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https://indico2.riken.jp/event/3144/contributions/13712/attachments/8963/11495/1-2_nakajima.pdf for more details

https://indico2.riken.jp/event/3144/contributions/13712/attachments/8963/11495/1-2_nakajima.pdf


Summary
• SK-Gd: Gadolinium-loaded Super-K with 

significantly improved neutron detection 
efficiency


• Initial loading to 0.01% Gd concentration 
in spring 2020


• Many preparation works ongoing


• More details in the next talk by Ito-san


• Further reduction and constraining of 
backgrounds are also important for 
DSNB observation


• Get ready for the first observation of 
DSNB at SK-Gd!

23


