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Super-Kamiokande Gadolinium (SK-Gd)
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• Started from July 2020
• Load 0.011% mass concentration of Gd in SK
→ Aiming the first observation of the

diffuse supernova neutrino
background (DSNB) 

Why Gd?

• Largest thermal neutron capture cross section
among natural elements
→ High capture rate at low concentrations

• Emit a total of ~8 MeV of gamma rays
→ Neutron tagging efficiency is largely improved

Gd

Total
~8 MeV !

n



DSNB search in SK-Gd experiment
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• Search for the inverse beta decay by electron antineutrinos (𝜈̅! + p → e" + n)
• Detect positron (prompt signal) and neutron (delayed signal) pairs
→ Can remove many backgrounds without neutrons

Gd

Total
~8 MeV !

pν#!

Prompt signal Delayed signal
~115 !sec (0.011% by mass of Gd)

n

$(1-10) MeV e+
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Figure 10.1: Observed and expected background spectrum with
these total systematic uncertainties (hatched) with linear scale (top)
and logarithmic (bottom). The dot-dashed red line shows the expected

SRN signal based on [10].

5. The p-value is defined as

p-value =
The number of counts

The number of generated toy MC
(10.1)

Figure 10.2 visualizes the derived toy MC distribution and the consequent p-value
for each bin. The result of the p-value test were: 80.7% (7.49–9.49 MeV), 39.8%
(9.49–11.49 MeV), 35.8% (11.49–15.49 MeV), 25.6% (15.49–23.49 MeV), 60.2% (23.49–
29.49 MeV). Specifically, the p-value for the energies above 15.49 MeV, almost released
from the NCQE and 9Li background, is 32.6%. For all cases, the p-value surpassed
5%, concluding that no significant excess can exist over the expected background.

DSNB search result using the observed data
of 0.011% mass concentration of Gd



NCQE events in DSNB search
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• Neutral-current quasielastic scattering (NCQE) reaction
Atmospheric neutrino knocks out
a nucleon (neutron) of the oxygen nucleus

• Gamma ray and neutron pairs mimic DSNB events
→ Difficult to distinguish from DSNB events
→ Important to estimate NCQE events precisely

Gd

Total
~8 MeV !

pν#!

Prompt signal Delayed signal
~115 !sec (0.011% by mass of Gd)

n
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NCQE events in DSNB search
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• Neutron energy by neutrino (primary) interaction: 𝒪(10) - 𝒪(103) MeV
→ Additional gamma rays and neutrons are generated by nucleon-nucleus

(secondary) interaction
• Impossible to distinguish from primary interaction

n

!(1) MeV "

Gd

Total
~8 MeV "

Oν/ν%

!(1) MeV "

Prompt signal Delayed signal

Primary
interaction

Secondary
interaction

!(10) nsec

~115 !sec (0.011% by mass of Gd)

ν/ν%

!(1) MeV
"

To estimate NCQE events precisely, we must understand
NCQE cross section and secondary interaction



Measurement of the atmospheric
neutrino-oxygen NCQE cross section



Data analysis
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• Select NCQE events from a 552.2 day dataset
(August 2020 - June 2022, Gd: 0.011%)

• Energy of prompt signal: 8 - 30 MeV
• Number of delayed signals ≥ 1

n

!(1) MeV "

Gd

Total
~8 MeV "

Oν/ν%

!(1) MeV "

Prompt signal Delayed signal

Primary
interaction

Secondary
interaction

!(10) nsec

~115 !sec (0.011% by mass of Gd)

ν/ν%

!(1) MeV
"



Data analysis
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• Cherenkov angle of prompt signal > 50 degrees
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NCQE cross section
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• Flux-averaged theoretical cross section

𝜎#$%&
'(!)*+ =

∫!"#$%&
!#'%& ∑()*,,*.( / × 1( / -./0

12%3452/

∫!"#$%&
!#'%& ∑()*,,*.( / 2/

= 1.02 × 10345 ⁄cm6 oxygen

• Ratio of observed NCQE events
to expected NCQE events (𝑓#$%&)

𝑓#$%& =
7367 3 7-.8389/0

%:; 3 7<12%47
%:;

7-./0
%:; = 0.725

• Measured cross section

𝜎#$%&8!9:;*!< = 𝑓#$%& × 𝜎#$%&
'(!)*+

= 0.74 ± 0.22 stat. × 10345 ⁄cm6 oxygen

𝑁)=: 38

𝑁#$%&
!>? 28.7

𝑁#$ @)@3%&
!>? 13.3

𝑁A'(!*:
!>? 4.0



Systematic uncertainties
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𝑁!"#$
%&' 𝑁!" ()(*#$

%&'

Atmospheric neutrino flux ±18.0%

Atmospheric neutrino/antineutrino ratio ±5.0%

Cross section - ±18.0%

Primary interaction +1.5%/−9.4% +0.0%/−2.4%

Secondary interaction −30.9% −24.3%

Energy cutoff −2.1% −1.5%

Data reduction ±1.4%

Neutron tagging ±6.4%
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Results
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• 𝜎#$%&8!9:;*!< = 0.74 ± 0.22 stat. 3B.DE
"B.5E(syst. ) × 10345 ⁄cm6 oxygen

→ Consistent with 𝜎#$%&
'(!)*+ = 1.02 × 10345 ⁄cm6 oxygen within the uncertainties

Systematic uncertainty is so large, why?



Comparison of
secondary interaction models
using atmospheric neutrinos



Systematic uncertainties
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• Systematic uncertainty of secondary interaction is largest

𝑁!"#$
%&' 𝑁!" ()(*#$

%&'

Atmospheric neutrino flux ±18.0%

Atmospheric neutrino/antineutrino ratio ±5.0%

Cross section - ±18.0%

Primary interaction +1.5%/−9.4% +0.0%/−2.4%

Secondary interaction −30.9% −24.3%

Energy cutoff −2.1% −1.5%

Data reduction ±1.4%

Neutron tagging ±6.4%

Why so large?



Secondary interaction models
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• Intranuclear cascade process
Process of a chain of reactions triggered by a reaction
between an incident particle and a nucleon in a nucleus

• Evaporation process
Process of emitting nucleons and gamma rays isotropically
when an excited residual nucleus deexcites

!

np

d

Intranuclear cascade
process

Evaporation process



Secondary interaction models
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• Available secondary interaction models
Bertini Cascade Model (BERT, SK official model)
Binary Cascade Model (BIC)
Liège Intranuclear Cascade Model (INCL++)
→ Evaporation process is so different

BERT → Continuous transitions till the end
BIC, INCL++ → Continuous to discrete transitions (more realistic)

!

np

d

Evaporation process

•••

!

BERT BIC, INCL++



Comparison of secondary interaction models
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• Compared the following distributions in BERT, BIC, and INCL++
Cherenkov angle of prompt signal ← Number of gamma rays
Energy of prompt signal ← Energy of gamma rays
Number of delayed signals ← Number of neutrons

n

!(1) MeV "

Gd

Total
~8 MeV "

Oν/ν%

!(1) MeV "

Prompt signal Delayed signal

Primary
interaction

Secondary
interaction

!(10) nsec
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ν/ν%

!(1) MeV
"!C



Results
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• Evaluated each distribution using chi-square
→ Not conclusive due to small statistics
→ 𝜒6 in BIC and INCL++ is smaller than that in BERT in all distributions
→ Suggested that BIC and INCL++ reproduce data better than BERT
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Systematic uncertainty 

19

• Compared various secondary interaction models for the first time
→ Suggested that BIC and INCL++ reproduce data better than BERT

• Cannot determine which model is correct at this work
→ The difference in the number of events is taken as the systematic uncertainty

BERT BIC INCL++

𝑁#$%&
!>? 28.7 19.8

(−30.9%)
20.2

(−29.6%)

𝑁#$ @)@3%&
!>? 13.3 10.2

(−23.2%)
10.1

(−24.3%)

Why systematic uncertainty of secondary interaction is large?



Systematic uncertainty
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• Number of events in Cherenkov angle of prompt signal (𝜃$) ∈ [78, 90] degrees
→ BERT is ~2.2𝜎 far from data at this work
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Systematic uncertainty
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• SK continues to observe at 0.03% Gd mass concentration (SK-VII)
• Evaporation model can be determined at 5𝜎 by using ~4 years of data in SK-VII
→ Systematic uncertainty of NCQE cross section can be reduced
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Summary
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• Performed NCQE cross section measurement using a 552.2 day dataset
in SK-Gd experiment (Gd: 0.011%)

→ 𝜎#$%&8!9:;*!< = 0.74 ± 0.22 stat. 3B.DE
"B.5E(syst. ) × 10345 ⁄cm6 oxygen

→ Consistent with 𝜎#$%&
'(!)*+ = 1.02 × 10345 ⁄cm6 oxygen

• Compared several secondary interaction models for the first time
→ Suggested that BIC and INCL++ reproduce data better than BERT

• Evaporation model can be determined at 5𝜎 by using ~4 years of data in SK-VII
→ Systematic uncertainty of NCQE cross section can be reduced



Backup



Super-Kamiokande (SK)
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• Large water Cherenkov detector
• Started in 1996
• Consist of 50 kilotons ultrapure water

and photomultiplier tubes (PMTs)
50 kilotons water Cherenkov detector
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Supernova neutrino observation
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• Supernova (SN)
Explosion caused by a star with more than
8 times the solar mass at the end of its life

• More than 99% of released energy is
carried away by neutrinos

• Kamiokande, IMB, and Baksan observed neutrinos from SN1987A
→ Next neutrino observation is expected

• Rare in the vicinity where SN neutrinos are observable
→ SN neutrino observation is only SN1987A



Diffuse Supernova Neutrino Background
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• Diffuse Supernova Neutrino Background (DSNB)
Superposition of neutrinos emitted from all past SNe
→ Floating in space like background radiation
→ Small in number, but always potentially observable

!̄e p ! eþn, and its cross section is precisely understood
(Vogel & Beacom 1999; Strumia & Vissani 2003). In our
calculation, we use the trigger threshold of SK-I (before the
accident).

The expected event rates at such detectors are shown in
Figures 4 and 5 in units of (22.5 kton yr)"1 MeV"1; with SK,
it takes a year to obtain the shown SRN spectrum, while with
HK and UNO, much less time [1 yr ; (22:5 kton=VBd), where
VBd is the fiducial volume of HK or UNO] is necessary be-
cause of their larger fiducial volume. Figure 4 compares the
three models of the original supernova neutrino spectrum, and
Figure 5 shows the contribution to the total event rate from

each redshift range. In Table 2 we summarize the event rate
integrated over various energy ranges for three supernova
models. The expected event rate is 0.97–2.3 (22.5 kton yr)"1

for Ee > 10 MeV and 0.25–1.0 (22.5 kton yr)"1 for Ee >
18 MeV. This clearly indicates that if the background events
that hinder the detection are negligible, the SK has already
reached the required sensitivity for detecting SRNs; with the
future HK and UNO, a statistically significant discussion would
be possible. This also shows that the current shortage of our
knowledge concerning the original supernova neutrino spec-
trum and luminosity gives at least a factor of 2 (E! > 10 MeV)
to 4 (E! > 18 MeV) uncertainty to the event rate at the high-
energy range (actual detection range). We also summarize the
contribution from each redshift range in the same table, espe-
cially for the calculation with the LL model. The bulk of the
detected events will come from the local universe (z < 1), but
the considerable flux is potentially attributed to the range
1< z<2.

3.3. Comparison with Other Studies and Current
Observational Limits

There are many past theoretical researches concerning the
SRN flux estimation based on a theoretically/observationally
modeled cosmic SFR (Totani et al. 1996; Malaney 1997;
Hartmann & Woosley 1997; Ando et al. 2003). Here we
briefly compare our results obtained in xx 3.1 and 3.2 with
these past analyses. Our basic approach in the present paper
is the same as that in Ando et al. (2003), in which the LL
supernova model was adopted. Thus the values for the LL
model given in Table 2 are almost the same as those in Ando
et al. (2003). Two other studies (Totani et al. 1996; Hartmann
& Woosley 1997) also used a similar SFR-z relation at low
redshift, and therefore their results are very consistent with the
present one (the LL model) at high-energy region E! >
10 MeV. Since the SFR model adopted by Malaney (1997)
gave a rather lower value at low redshift, the resulting SRN
flux at high-energy regions was about a factor 2 smaller than
our LL model or the other ones (Totani et al. 1996; Hartmann

Fig. 4.—Event rate at water Cerenkov detectors in units of (22.5 kton yr)"1

for three supernova models.

Fig. 5.—Event rate at water Cerenkov detectors in units of (22.5 kton yr)"1

from various redshift ranges. LL is adopted as the supernova model.

Fig. 3.—SRN flux from various redshift ranges. LL is adopted as the su-
pernova model.

STAR FORMATION RATE AND SUPERNOVA NEUTRINOS 25No. 1, 2004

Energy spectrum with time information



Diffuse Supernova Neutrino Background
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• Diffuse Supernova Neutrino Background (DSNB)
Superposition of neutrinos emitted from all past SNe

• DSNB flux
!"($+)
!$+

= 𝑐 ∫&
',-. !'

(/ )0 *+' 1+)2
𝑅,,-.(𝑧) ∫&

/,-.𝜓01(𝑧, 𝑍) ∫2,34

2,-.𝜓341 𝑀
!5(2,/,$+5)

!$+5
𝑑𝑀 𝑑𝑍

→ Depend on SN rate, metallicity, initial mass function,

Number of neutrinos generated by SN, etc.

• There is a range of one order of magnitude
on theoretical predictions of DSNB flux

→ DSNB observation would contribute to
our understanding of SN mechanism and
star formation

analysis is sensitive to electron neutrinos and, due to the
irreducible solar neutrino background, its effective energy
threshold lies around the hep solar neutrino flux end point,
around 19 MeV. Among all past analyses, the SK and
KamLAND experiments placed the most stringent upper
limits on the DSNB ν̄e flux for neutrino energies above
about 9 MeV, while Borexino set the tightest constraints at
lower energies. At SK the first DSNB search was carried
out in 2003 using a 22.5 × 1496-kton · day data set [21].
Using spectral shape fitting for signal and atmospheric
neutrino backgrounds, it placed an upper limit on the
DSNB flux for a wide variety of models in the 19.3–
83.3 MeV neutrino energy range. This analysis already
allowed us to disfavor the most optimistic DSNB predic-
tions, in particular the Totaniþ 95model [8], and constrain
the parameter space of the Kaplinghatþ 00 model [9]. In
2012, an improved analysis was performed at SK, using a
22.5 × 2853-kton · day exposure, a lower neutrino energy
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FIG. 1. DSNB ν̄e flux predictions from various theoretical models (Horiuchiþ 21 [13], Tabriziþ 21 [14], Kresseþ 21 [12],
Horiuchiþ 18 [11], Nakazatoþ 15 [6], Galaisþ 10 [15], Horiuchiþ 09 [16], Lunardini09 [10], Andoþ 09 [17], Kaplinghatþ 00 [9],
Malaney97 [7], Hartmannþ 97 [18], and Totaniþ 95 [8]). Refer to each publication for the detailed descriptions of models. In the
legend, “NO” and “IO” represent neutrino normal and inverted mass orderings assumed in the calculation, respectively. For the
Horiuchiþ 09 model with a 6 MeV temperature, only the maximal flux prediction is shown. The prediction for the Galaisþ 10 model
here is extrapolated up to 50 MeV, as the original publication was served up to 40 MeV. The prediction by Nakazatoþ 15 is only
available up to 50 MeV. The values of the flux used in this analysis for the Andoþ 03 model are the ones released at the NNN05
conference [19]. The corresponding flux is larger by a factor of 2.56 than in the original publication [17].

FIG. 2. Schematic illustration of an IBD process and the
subsequent neutron capture on another proton. The characteristic
neutron capture time in water is τ ¼ 204.8# 0.4 μs [20].

K. ABE et al. PHYS. REV. D 104, 122002 (2021)

122002-4



Supernova rate
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• Lifetime of a massive star occurring supernova is short enough
compared to the time scale of the evolution of the universe
→ Star formation and supernova can be approximated as the same time
→ Should be possible to predict the supernova rate from the star formation rate

• Rate obtained from optical observations is
about half of that predicted
from the star formation rate
→ Dark supernovae?

Is there light-blocking material?

• Can understand the star formation rate,
supernova rate, and supernova mechanism

from DSNB energy spectra 

The Astrophysical Journal, 738:154 (16pp), 2011 September 10 Horiuchi et al.
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Prediction from cosmic SFR

Cosmic SNR measurements

Figure 1. Comoving SNR (all types of luminous core collapses including Type II
and Type Ibc) as a function of redshift. The SNR predicted from the cosmic SFR
fit and its supporting data (Hopkins & Beacom 2006), as well as that predicted
from the mean of the local SFR measurements, are plotted and labeled. The fit to
the measured cosmic SNR, with a fixed slope of (1+z)3.4 taken from the cosmic
SFR, is shown with the uncertainty band from the LOSS measurement. The
predicted and measured cosmic SNRs are consistently discrepant by a factor of
∼2: the supernova rate problem. However, rates from SN catalogs in the very
local volume do not show such a large discrepancy (see Figure 3).
(A color version of this figure is available in the online journal.)

SNRs (Cappellaro et al. 1999; Dahlen et al. 2004; Cappellaro
et al. 2005) were somewhat lower than those predicted from
the SFR. Similar conclusions were reached by Mannucci et al.
(2007) and Botticella et al. (2008).

In recent years, measurements of the cosmic SFR and
cosmic SNR have rapidly improved. The cosmic SFR has
been measured using multiple indicators by many competing
groups. The accuracy and precision of the cosmic SFR has
been documented (e.g., Hopkins & Beacom 2006) and are
supported by recent data (e.g., Pascale et al. 2009; Rujopakarn
et al. 2010; Ly et al. 2011; Bothwell et al. 2011). The Lick
Observatory Supernova Search (LOSS) has recently published
the best measurement of the cosmic SNR at low redshifts, using
CC SNe collected over many years of systematically surveying
galaxies within ∼200 Mpc (Leaman et al. 2011; Li et al.
2011a, 2011b; Maoz et al. 2011). The Supernova Legacy Survey
(SNLS) has published the most precise SNR measurement at
higher redshifts, using a large sample of CC SNe collected in
their extensive rolling search of four deep fields (Bazin et al.
2009).

Based on the latest data, it has become clear that the measured
cosmic SFR and the measured cosmic SNR both increase by
approximately an order of magnitude between redshift 0 and
1, confirming our expectation that the progenitors of CC SNe
are short-lived massive stars (e.g., Bazin et al. 2009; Li et al.
2011a). On the other hand, the comparison of the normalizations
of the latest SFR and SNR data has been left for future work. We
perform this here for the first time. As illustrated in Figure 1,
the SNR predicted from the cosmic SFR is a factor of ∼2 larger
than the cosmic SNR measured by SN surveys; we term this
normalization discrepancy the “supernova rate problem.” Both
the predicted and measured SNRs are of optically luminous

CC SNe, so the two can be directly compared. The lines in
Figure 1 are fits to the SFR and SNR data, respectively.8 The
discrepancy persists over all redshifts where SNR measurements
are available.9

The nominal uncertainties on the fits (shaded bands) are
smaller than the normalization discrepancy, and the significance
of the discrepancy is at the ∼2σ level. At high redshift, where the
uncertainties of the SNR measurements are largest, the statistical
significance is weaker. However, it is remarkable how well
the cosmic SNR measurements adhere to the expected cosmic
trend—much better than their uncertainties would suggest.
Indeed, the measurements of Dahlen et al. (2004) have been
supported by recent unpublished results and with reduced
uncertainties (Dahlen et al. 2010). We therefore consider the
fits to be a good representation, i.e., the supernova rate problem
persists over a wide redshift range. We systematically examine
resolutions to the supernova rate problem, exploring whether
the cosmic SNR predicted from the cosmic SFR is too large, or
whether the measurements underestimate the true cosmic SNR,
or a combination of both.

In Section 2, we describe the predicted and measured cosmic
SNRs in detail and substantiate the discrepancy. In Section 3, we
discuss possible causes. In Section 4, we discuss our results and
cautions. We summarize and discuss implications in Section 5.
Throughout, we adopt the standard ΛCDM cosmology with
Ωm = 0.3, ΩΛ = 0.7, and H0 = 73 km s−1 Mpc−1.

2. NORMALIZATION OF THE COSMIC SNR

The cosmic SNR is calculated from the cosmic SFR using
knowledge of the efficiency of forming CC SNe. The most
recent SFR is traced by the most massive stars that have the
shortest lifetimes. The primary indicators of massive stars—Hα,
UV, FIR, and radio—are routinely used, with dust corrections
where necessary, to study the populations of massive stars.
However, since the total SFR is dominated by stars with
smaller masses, the SFR derived from massive stars must be
scaled upward according to the initial mass function (IMF); for
example, for a given massive stellar population, an IMF that
is more steeply falling with mass will yield a larger total SFR
compared to a shallower IMF. The scaling is done with the use
of calibration factors derived from stellar population synthesis
codes that calculate the radiative output from a population of
stars following an assumed IMF (see, e.g., Kennicutt 1998).

We adopt the dust-corrected SFR compilation of Hopkins &
Beacom (2006). Their data are well fit by a smoothed broken
power law of the form (Yüksel et al. 2008)

ρ̇∗(z) = ρ̇0

[

(1 + z)aη +
(

1 + z

B

)bη

+
(

1 + z

C

)cη
]1/η

, (1)

where B = (1 + z1)1−a/b, C = (1 + z1)(b−a)/c(1 + z2)1−b/c. We
adopt ρ̇0 = 0.016 h73 M$ Mpc−3 yr−1 for the cosmic SFR at
z = 0, as well as the parameterization a = 3.4, b = −0.3,
c = −3.5, z1 = 1, z2 = 4, and η = −10. These choices are
applicable for the Salpeter A IMF, which is a modified Salpeter
IMF with a turnover below 1 M$ (Baldry & Glazebrook 2003).
The scaling from a Salpeter IMF is ≈0.77. The 1σ uncertainty on

8 Technically, the SNR line shown is not a fit, but is a conservative estimate
based on the SNR measurement of LOSS; see Section 2.
9 However, in the local !25 Mpc volume, the SNR derived from SN catalogs
does not show such a large discrepancy, supporting earlier claims that the true
cosmic SNR is as large as predicted (e.g., Horiuchi et al. 2009; Beacom 2010).
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Table 1. Relative abundances of gadolinium isotopes in natural gadolinium [20] and their radiative thermal
neutron capture cross sections [1].

Isotope Abundance [%] Cross section [b]
152Gd 0.200 735
154Gd 2.18 85
155Gd 14.80 60 900
156Gd 20.47 1.8
157Gd 15.65 254 000
158Gd 24.84 2.2
160Gd 21.86 1.4

section for thermal neutrons and the large energy released by γ rays of ∼ 8 MeV for the Gd(n, γ )

reactions [1–4]:

n +155 Gd →156 Gd∗ →156 Gd + γ rays (8.536 MeV total), and

n +157 Gd →158 Gd∗ →158 Gd + γ rays (7.937 MeV total).

The element has already been used as a neutron absorber in scintillator-based detectors for
the neutrino oscillation experiments [5–13] and a neutrino-flux monitor experiment [14]. For the
upcoming SuperKamiokande-Gd (SK-Gd) phase [15–17], Gd will be dissolved in a multi-kiloton
water-Cherenkov detector. The application of Gd-loaded detector materials for neutron tagging is
foreseen for direct dark matter search experiments like LZ [18] and XENONnT [19].

Therefore, it is of paramount importance to establish a precise Monte Carlo (MC) model for the
γ -ray energy spectrum from the radiative thermal neutron capture on Gd. It is an essential prerequisite
for MC studies aiming to evaluate the neutron tagging efficiency in a Gd-loaded detector. Precise
modeling is especially important for those detectors that lack hermetic acceptance and/or have a
high energy threshold for γ rays, since some of the γ rays emitted in the capture reaction may not
be detected.

In most cases, detector materials are doped with the natural Gd (natGd). Isotopic adundances are
listed in Table 1.

The most frequent isotopes, 155Gd and 157Gd, also feature large thermal neutron capture cross
sections. Therefore, the required MC model for natGd requires the modeling of the γ -ray emission
from not only 157Gd [21] but also 155Gd.

We measured the γ -ray energy spectrum from the radiative thermal neutron capture on an enriched
155Gd sample and a natGd film with the germanium (Ge) spectrometer of the Accurate Neutron–
Nucleus Reaction Measurement Instrument (ANNRI) [22–26]. The incident pulsed neutron beam
from the Japan Spallation Neutron Source (JSNS) at the Material and Life Science Experimental
Facility (MLF) of the Japan Proton Accelerator Research Complex (J-PARC) [27] and the good γ -
ray energy resolution, high statistics, and low background makes ANNRI a favorable spectrometer
for our intended study [21,22].

The Detector for Advanced Neutron Capture Experiments (DANCE) at the Los Alamos Neutron
Science Center (LANSCE) has extensively studied the γ -ray energy spectra from the radiative
neutron capture reaction at various multiplicities in the neutron kinetic energy range from 1 to 300
eV for both 155Gd and 157Gd targets [28–30]. They compared their γ -ray spectra to MC simulations
with the DICEBOX package [31] and showed fair agreement. Concerning the measurements in the
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132 tons  ~90%
(ultimate goal)

40 tons  ~75%
(happening now!)

13.2 tons of 
Gd2(SO4)3*8H2O
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Total energy of gamma rays
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Fig. 13. Neutron capture time constant as a function of the gadolinium concentration.
The red points correspond to the Geant4 Monte Carlo simulation, while the black
line corresponds to an approximate polynomial function. The horizontal blue band
represents the mean neutron capture time constant measured with the Am/Be source,
and the vertical blue band represents the derived concentration, which is consistent
with the estimation from the weight (110 ppm) described in Section 4.3.

• Shear blender – The shear blender consists of three parts:

– Dissolving hopper – Volume: 66 l; material: SUS316L.
– Self-priming sanitary pump – Model: SIPLA Adapta 28.1;
flow rate: 23 m3/h; head: 20 m; power: 7.5 kW (4 pole,
200 V); rotation speed: 1750 rpm.

– Shear pump – Model: EMP305; flow rate: 15 m3/h; head:
10 m; power: 7.5 kW (2 pole, 200 V); rotation speed:
3500 rpm.

• Solvent tank – Tank capacity: 6 m3 (1922 mm �, 2350 mm H);
material: PE; thickness: 9.5 mm.

• Dissolving tank – Tank capacity: 4 m3 (1740 mm �, 1780 mm
H (cylinder), 280 mm H (taper)); material: PE; thickness: 9 mm.

• Solution tank – Tank capacity: 6 m3 (1922 mm �, 2350 mm H);
material: PE; thickness: 9.5 mm.

• Pumps – Three pumps are in the dissolving system:

– Supply pump after solvent tank – Flow rate: 48 m3/h;
head: 20 m; power: 5.5 kW (2 pole, 200 V); speed:
3600 rpm.

– Transfer pump after dissolving tank – Flow rate: 48 m3/h;
head: 20 m; power: 5.5 kW (2 pole, 200 V); speed:
3600 rpm.

– Injection pump after solution tank – Flow rate: 12 m3/h;
head: 45 m; power: 3 kW (2 pole, 200 V); speed: 3600 rpm.

A.2. Pretreatment system

• Prefilter – Nominal pore size: 1 �m; size (one module): 62 mm �
outer, 30 mm � inner, and 750 mm length; material: polypropy-
lene; number of modules: 6.

• TOC lamp (UV oxidation) – Wavelengths 253.7 nm and
184.9 nm; power: 0.81 W; Chiyoda Kohan Steritron WOX (lamp:
CX1501).

• Cation exchange resin tank – Size: 1600 mm � 1460 H; ma-
terial: SUS304; resin volume: 1200 l; resin type: AMBERJET
1020(Gd).

• Anion exchange resin tank – Size: 1600 mm � 1460 mm H;
material: SUS304; resin volume: 2400 l; resin type: AMBERJET
4400(SO4).

• Middle filter – Nominal pore size: 1 �m; size (one module):
62 mm � outer, 30 mm � inner, and 750 mm length; material:
polypropylene; number of modules: 6.

• UV sterilizer – Wavelength 253.7 nm; power: 0.3 W; Chiyoda
Kohan Steritron UEX (lamp: CS1001N).

• Postfilter – Nominal pore size: 0.2 �m; size (one module): 62 mm
� outer, 30 mm � inner, and 750 mm length; material: polypropy-
lene; number of modules: 6.

A.3. Water recirculation system

• Return water filter – Nominal pore size: 1 �m; size (one module):
62 mm � outer, 30 mm � inner, and 750 mm length; material:
polypropylene; number of modules: 40.

• First buffer tank – Tank capacity: 10 m3 (2280 mm �, 2780 mm
H); material: PE; thickness: 12.5 mm.

• Heat exchange unit (HE) after the relay pump – Heat transfer
area: 15.80 m2; plate material: SUS316 (electrolytic polishing
finish); plate gasket: EPDM with PTFE coating.

• TOC lamp (UV oxidation) – Wavelengths: 253.7 nm and
184.9 nm; power: 4.02 W; Chiyoda Kohan Steritron WOX (lamp:
CX1501).

• Cation exchange resin tank – Size: 2100 mm � 1610 mm H;
material: SUS304; resin volume: 2400 l; resin type: AMBER-
JET1020(Gd).

• Anion exchange resin tank – Size: 2100 mm � 1610 mm H; ma-
terial: SUS304; resin volume: 4600 l; resin type: AMBERJET4400
(SO4).

• Middle filter – Nominal pore size: 1 �m; size (one module):
62 mm � outer, 30 mm � inner, and 750 mm length; material:
polypropylene; number of modules: 40.

• UV sterilizer – Wavelength: 253.7 nm; power: 0.97 W; Chiyoda
Kohan Steritron UEX (lamp: CS1001N).

• Ultrafiltration modules (UF) – Nitto NTU-3306-K6R; inner/
outer diameter of the capillary membrane: 0.7 mm/1.3 mm; effec-
tive membrane area: 30 m2/module; number of modules in one
unit: 12; molecular weight cut-off: 6000; processed water TOC:f 5 ppb; material: polysulfone (capillary membrane), polysulfone
(housing).

• Second buffer tank – Tank capacity: 20 m3 (2710 mm �,
3810 mm H); material: PE; thickness: 15 mm.

• Heat exchange unit after the supply pump – Heat transfer area:
24.74 m2; plate material: SUS316 (electrolytic polishing finish);
plate gasket: EPDM with PTFE coating.

• Membrane degasifier (MD) – DIC SEPAREL®EF-040P-JO; mod-
ule size: 180 mm � 673 mm H; number of modules: 60; operation
pressure: *92 kPa; purge gas: radon-free air [14,22]; purge gas
flow rate: 1 l/min (per module).

• Final Heat exchange unit – Heat transfer area: 21.15 m2, plate
material: SUS316; plate gasket: butyl (isobutene–isoprene) rub-
ber.

• Pumps – Pumps in the recirculation system:

– Return pump after Super-K tank – Flow rate: 60 m3/h;
head: 70 m; power: 36 kW (200 V); speed: 3600 rpm.

– Relay pump after first buffer tank – Flow rate: 60 m3/h;
head: 40 m; power: 18 kW (200 V); speed: 3600 rpm.

– Supply pump after second buffer tank – Flow rate:
60 m3/h; head: 62 m; power: 22 kW (200 V); speed
3600 rpm.

Appendix B. Water flow in the SK tank

Precise control of the water flow in the Super-Kamiokande tank is
important not only for gadolinium loading, but also for maximizing the
physics performance of the detector. Such precise control plays critical
roles in reducing radioactive backgrounds in the detector’s fiducial
volume as well as in improving water transparency. In this section,
the operation and modeling of the water flow in the SK detector are
described in more detail.

11
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• Search for the inverse beta decay by electron antineutrinos (𝜈̅! + p → e" + n)
→ Cross section is 1-2 orders of magnitude larger than others at < 30 MeV

• Detect positron (prompt signal) and neutron (delayed signal) pairs
→ Can remove backgrounds without neutrons

• So far, delayed signal was 2.2 MeV gamma ray by neutron capture on proton
→ Neutron detection efficiency was low (~20%)
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et al. 2000), and the most pessimistic one is Nakazato+15
(Nakazato et al. 2015) with the assumption of normal mass
ordering in whole energy ranges, respectively. The upper limit
of the flux for each bin is summarized in Table 2.

6. Future Prospects

In 2022 June, the SK-Gd experiment was upgraded to the
SK-VII phase, in which additional Gd was introduced into the
detector, providing a mass concentration of approximately
0.03%. In this phase, neutron tagging efficiency is expected to
be over 55% while having comparable εmis with SK-VI,
leading to 1.5 times higher sensitivity for the n̄e in the case of
the same live time as for SK-VI. Furthermore, more efficient
noise reduction by neutron tagging will enable a lower energy

threshold. Hence we can search in a lower-energy region,
which will increase signal acceptance for DSNB, solar
antineutrinos, and light-dark-matter searches.

7. Conclusions

We searched for astrophysical n̄e, using the SK-VI data
below 29.5MeV for Erec between 2020 August and 2022 May,
with 0.01% Gd mass concentration. This is an independent data
set from the previous SK-IV search (Abe et al. 2021), using the
data taken with pure water. In this analysis, a brand-new
method for tagging neutrons using the signal of neutron capture
on Gd is utilized so that the efficiency of neutron tagging is
twice as high while keeping a low-misidentification probability.
No significant excess above the expected backgrounds at

Figure 3. Upper limits on the n̄e flux, calculated by Equation (2). The red lines show the observed (solid) and expected (dotted–dashed) 90% C.L. upper limit for SK-
VI. The blue lines show the observed (solid) and expected (dotted–dashed) 90% C.L. upper limit for SK-IV Abe et al. (2021). The green line represents the 90% C.L.
observed upper limit placed by KamLAND Abe et al. (2022c). The gray-shaded region represents the range of the modern theoretical expectation. The expectation
drawn in the figure includes DSNB flux models (Hartmann & Woosley 1997; Malaney 1997; Kaplinghat et al. 2000; Ando et al. 2003; Horiuchi et al. 2009;
Lunardini 2009; Galais et al. 2010; Nakazato et al. 2015; Horiuchi et al. 2018, 2021; Kresse et al. 2021; Tabrizi & Horiuchi 2021; Ekanger et al. 2022). Ando+03
model was updated in Ando (2005).

Table 2
Summary Table of Upper Limits, Sensitivity, and Optimistic and Pessimistic DSNB Expectation from Kaplinghat et al. (2000) and Nakazato et al. (2015),

Respectively

Neutrino Energy Observed upper limit Expected sensitivity Averaged theoretical expectation of DSNB

(MeV) (cm−2 s−1 MeV−1) (cm−2 s−1 MeV−1) (cm−2 s−1 MeV−1)
SK-IV SK-VI SK-IV SK-VI

9.29–11.29 37.30 34.07 44.35 50.78 0.20–2.40
11.29–13.29 20.43 18.43 11.35 15.12 0.13–1.66
13.29–17.29 4.77 3.76 2.05 2.71 0.67–0.94
17.29–25.29 0.17 0.90 0.21 0.50 0.02–0.30
25.29–31.29 0.04 0.33 0.11 0.33 <0.01–0.07
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• Neutral-current quasielastic scattering (NCQE) reaction
→ Neutrino (𝒪(102) - 𝒪(104) MeV) knocks out a nucleon in a nucleus
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• 16O has three states (𝑝 ⁄D 6, 𝑝 ⁄4 6, and 𝑠 ⁄D 6)

• 𝑝 ⁄D 6 state is knocked out

→ Residual nucleus: 15N or 15O (ground state)
→ No particle is generated

• 𝑝 ⁄4 6 or 𝑠 ⁄D 6 state is knocked out

→ Residual nucleus: 15N or 15O (excited state)
→ Gamma rays and nucleons are generated
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• Measured NCQE cross section using atmospheric neutrinos

→ 𝜎#$%&8!9:;*!< = 1.01 ± 0.17 stat. 3B.4B
"B.G5(syst. ) × 10345 ⁄cm6 oxygen*

• Only one secondary interaction model was available

• Delayed signal: 2.2 MeV gamma ray by neutron capture on proton
→ Neutron detection efficiency was low (~20%)

Cosmic ray

!±, "±

µ±

$±

Atmosphere

%"(%&") %"(%&") %#(%&#) 

* L. Wan et al. (SK Collaboration), Phys. Rev. D 99, 032005 (2019)

by comparing different simulations. We compared the
multiplicity and spectra of primary neutrons predicted by
NEUT and GENIE [44], and the secondary neutron
production as well as neutron thermalization and capture
predicted by SKDETSIM and GEANT4 for different
energy spectra of the primary neutrons. Taking the result
from NEUT and SKDETSIM as the central value, the
difference in neutron multiplicity predictions after applying
the tagging efficiency is 12% for NCQE events. For a
conservative estimation, we take the difference in neutron
multiplicity prediction at 100% detection effciency, 21%,
as the systematic uncertainty. The neutron energy spectra
from GENIE introduces 18% deviation the NEUT spectra
for NCQE events and 14% for NC non-QE events. The
GEANT4 simulation of neutron transportation introduces
þ7% deviation from SKDETSIM for NCQE events, and
þ4% for NC non-QE events. We assign asymmetric
uncertainty to the neutron transportation simulation term,
and leave the neutron multiplicity and energy spectra
uncertainty to be symmetric.
Data reduction besides neutron tagging imposes

a 3% systematic uncertainty. Neutron tagging efficiency
has 10% intrinsic uncertainty from calibration (Am/Be)
and MC for low-energy neutrons. The cutoff at 10 GeV
imposes a 0.1% uncertainty using simulation with the
measured high energy atmospheric neutrino flux [19].
The cutoff at 160 MeV imposes <0.7% uncertainty, which
is estimated by simulation with the theoretical prediction
of low energy atmospheric neutrino flux [45]. The evalu-
ation of non-NC (reactor, 9Li, CC, etc) leakage into NC
sample imposes 21% uncertainties to Nexp

others, but due to the
small ratio of events from non-NC background, this
uncertainty propagates to only 0.2% on the final cross
section result.
All the uncertainties are listed in Table IV. To account

for the correlations including the flux uncertainty and
the reduction uncertainty between the NCQE sample
and other samples, A toy-MC is used to derive the
uncertainty envelope for the NCQE cross section. The

68% confidence level region is finally calculated as
½0.69; 1.83# × 10−38 cm2, and the cross section is measured
to be ð1.01% 0.17ðstat:Þþ0.78

−0.30ðsys:ÞÞ×10−38 cm2, as shown
in Fig. 9.

D. Discussion on future improvement

The uncertainty in this measurement is dominated by
systematic uncertainties including the atmospheric
flux, cross section of other NC processes, primary and
secondary process simulation, neutron simulation, as well
as neutron-tagging efficiency. The flux measurement will
improve with future Cherenkov detectors such as Hyper-
Kamiokande [14]. The cross section for other NC processes
can be improved by the T2K off-axis near detector
ND280 [46,47] and other experiments such as
MiniBooNE [48] and MINERvA [49]. Hadron production
experiments such as EMPHATIC [50] will also contribute
to reducing flux uncertainties. For the simulation of
primary and secondary processes, the gamma ray emission
experiment at RCNP is likely to reduce the uncertainty
soon [51,52].
The statistics in this analysis is limited by the neutron-

tagging efficiency and the energy threshold. The
present efficiency for NCQE neutrons in pure water is
relatively poor at 4–22%. When SK updates to SK-Gd
[12,13], the efficiency would increase to about 80% due to
the higher total energy of the γ cascades. A measurement
of neutron multiplicity will also provide constraints on the
simulation of neutron production. Besides, at SK-Gd,
the neutron capture signal can trigger the detector
directly, and thus the lower energy threshold of this
analysis for prompt γ’s will not be limited by the SHE
trigger threshold. Lowering the analysis threshold to
3.5 MeV will double the detection efficiency of NCQE
γ events.
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FIG. 9. The gray histogram shows the atmospheric neutrino
spectrum predicted by HKKM model, the black curve shows the
cross section from Ankowski model, the red line shows the
predicted flux-averaged cross section, and the black point shows
the measured cross section.

TABLE IV. Uncertainties in NCQE measurement.

NCQE NC non-QE

νatm flux 18%
ν=ν̄ ratio 5%

Cross-section 18%
Primary γ’s 15% 3%
Secondary γ’s 13% 13%
Neutron multiplicity 21% 16%
Neutron energy 18% 14%
Neutron transportation þ7% þ4%

Data reduction 3%
Neutron tagging 10%
Others 0.7%

MEASUREMENT OF THE NEUTRINO-OXYGEN NEUTRAL- … PHYS. REV. D 99, 032005 (2019)
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• Measured NCQE cross section using accelerator neutrinos

→ 𝜎H3#$%&8!9:;*!< = 1.70 ± 0.17 stat. 3B.45
"B.ED(syst. ) × 10345 ⁄cm6 oxygen*

→ 𝜎IH3#$%&8!9:;*!< = 0.98 ± 0.16 stat. 3B.DJ
"B.6K(syst. ) × 10345 ⁄cm6 oxygen*

* K. Abe et al. (T2K Collaboration), Phys. Rev. D 100, 112009 (2019)

hσNEUTν-NCQEi ¼
P

ν¼νμ;νe

R
σNEUTν-NCQEðEνÞϕνðEνÞdEνP

ν¼νμ;νe

R
ϕνðEνÞdEν

¼ 2.13 × 10−38 cm2=oxygen; ð8Þ

hσNEUTν̄-NCQEi ¼
P

ν¼ν̄μ;ν̄e

R
σNEUTν̄-NCQEðEνÞϕνðEνÞdEνP

ν¼ν̄μ;ν̄e

R
ϕνðEνÞdEν

¼ 0.88 × 10−38 cm2=oxygen: ð9Þ

The nominal flux, ϕν ¼ ϕFHC
ν is used for neutrinos and

ϕν̄ ¼ ϕRHC
ν̄ is used for antineutrinos in calculations of the

flux-averaged NCQE cross sections. Note that summation

is done over muon and electron (anti)neutrinos in Fig. 1,
though the actual flux at SK contains tau (anti)neutrinos
due to neutrino oscillations. This treatment is justified
because the NC cross section is flavor-independent. Here
the integrations are conducted up to 10 GeV as higher
energies have a negligible impact on the result. The
measured flux-averaged NCQE-like cross sections on
oxygen nuclei are obtained by multiplying the scale factors
to each of Eqs. (8) and (9),

hσν-NCQEi ¼ fν-NCQE · hσNEUTν-NCQEi

¼ 1.70$ 0.17ðstat:Þþ0.51
−0.38ðsyst:Þ

× 10−38 cm2=oxygen; ð10Þ

hσν̄-NCQEi ¼ fν̄-NCQE · hσNEUTν̄-NCQEi

¼ 0.98$ 0.16ðstat:Þþ0.26
−0.19ðsyst:Þ

× 10−38 cm2=oxygen: ð11Þ

These measurements are shown together with the predic-
tions from NEUT in Fig. 12. The neutrino measurement
improves over the previous T2K result with FHC data,
hσν-NCQEi ¼ 1.55þ0.71

−0.35ðstat: ⊕ syst:Þ × 10−38 cm2=oxygen
[20]. Covariance matrices of the neutrino and antineutrino
flux-averaged NCQE-like cross sections are shown for both
variations of the statistical and systematic uncertainties in
Table III.

VII. DISCUSSION

A. NC 2p2h

Currently, there are no models available in the literature
for the NC 2p2h interaction, so this channel is not simulated
in the present analysis. Since NC 2p2h interactions involve
multinucleon knock-out, not only multiple γ rays are
expected but additional secondary γ rays from the recoil
nucleons are expected as well. It should be noted that if this
process exists then the selection in this analysis likely
includes such events. However, if the ratio of the NC 2p2h
and QE cross sections is similar to the corresponding CC
ratio, roughly 5%–10% [42], the present measurement will
not be sensitive to these events.

B. Comparison with model predictions

The measured NCQE-like cross sections are tied to
NEUTas the underlying model for signal and backgrounds.
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FIG. 12. The measured ν- (top) and ν̄- (bottom) 16O NCQE-like
cross sections in comparison with the NCQE cross sections
predicted by NEUT. The error bars show the statistical error
(shorter) and the quadratic sum of statistical and systematic errors
(longer). The T2K fluxes for each neutrino beam mode are also
shown with an arbitrary normalization. Data points are placed at
the mean flux energies, 0.82 GeV for neutrinos and 0.68 GeV for
antineutrinos. Horizontal bars represent the upper and lower
range of the mean at 1σ.

TABLE III. Covariance of the neutrino and antineutrino cross
sections for the statistical (systematic) error case. The unit of
numbers is ð10−38 cm2=oxygenÞ2.

σν-NCQE σν̄-NCQE

σν-NCQE 0.030 (0.227) −0.005 (0.095)
σν̄-NCQE −0.005 (0.095) 0.025 (0.058)
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hσNEUTν-NCQEi ¼
P

ν¼νμ;νe

R
σNEUTν-NCQEðEνÞϕνðEνÞdEνP

ν¼νμ;νe

R
ϕνðEνÞdEν

¼ 2.13 × 10−38 cm2=oxygen; ð8Þ

hσNEUTν̄-NCQEi ¼
P

ν¼ν̄μ;ν̄e

R
σNEUTν̄-NCQEðEνÞϕνðEνÞdEνP

ν¼ν̄μ;ν̄e

R
ϕνðEνÞdEν

¼ 0.88 × 10−38 cm2=oxygen: ð9Þ

The nominal flux, ϕν ¼ ϕFHC
ν is used for neutrinos and

ϕν̄ ¼ ϕRHC
ν̄ is used for antineutrinos in calculations of the

flux-averaged NCQE cross sections. Note that summation

is done over muon and electron (anti)neutrinos in Fig. 1,
though the actual flux at SK contains tau (anti)neutrinos
due to neutrino oscillations. This treatment is justified
because the NC cross section is flavor-independent. Here
the integrations are conducted up to 10 GeV as higher
energies have a negligible impact on the result. The
measured flux-averaged NCQE-like cross sections on
oxygen nuclei are obtained by multiplying the scale factors
to each of Eqs. (8) and (9),

hσν-NCQEi ¼ fν-NCQE · hσNEUTν-NCQEi

¼ 1.70$ 0.17ðstat:Þþ0.51
−0.38ðsyst:Þ

× 10−38 cm2=oxygen; ð10Þ

hσν̄-NCQEi ¼ fν̄-NCQE · hσNEUTν̄-NCQEi

¼ 0.98$ 0.16ðstat:Þþ0.26
−0.19ðsyst:Þ

× 10−38 cm2=oxygen: ð11Þ

These measurements are shown together with the predic-
tions from NEUT in Fig. 12. The neutrino measurement
improves over the previous T2K result with FHC data,
hσν-NCQEi ¼ 1.55þ0.71

−0.35ðstat: ⊕ syst:Þ × 10−38 cm2=oxygen
[20]. Covariance matrices of the neutrino and antineutrino
flux-averaged NCQE-like cross sections are shown for both
variations of the statistical and systematic uncertainties in
Table III.

VII. DISCUSSION

A. NC 2p2h

Currently, there are no models available in the literature
for the NC 2p2h interaction, so this channel is not simulated
in the present analysis. Since NC 2p2h interactions involve
multinucleon knock-out, not only multiple γ rays are
expected but additional secondary γ rays from the recoil
nucleons are expected as well. It should be noted that if this
process exists then the selection in this analysis likely
includes such events. However, if the ratio of the NC 2p2h
and QE cross sections is similar to the corresponding CC
ratio, roughly 5%–10% [42], the present measurement will
not be sensitive to these events.

B. Comparison with model predictions

The measured NCQE-like cross sections are tied to
NEUTas the underlying model for signal and backgrounds.
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predicted by NEUT. The error bars show the statistical error
(shorter) and the quadratic sum of statistical and systematic errors
(longer). The T2K fluxes for each neutrino beam mode are also
shown with an arbitrary normalization. Data points are placed at
the mean flux energies, 0.82 GeV for neutrinos and 0.68 GeV for
antineutrinos. Horizontal bars represent the upper and lower
range of the mean at 1σ.

TABLE III. Covariance of the neutrino and antineutrino cross
sections for the statistical (systematic) error case. The unit of
numbers is ð10−38 cm2=oxygenÞ2.

σν-NCQE σν̄-NCQE

σν-NCQE 0.030 (0.227) −0.005 (0.095)
σν̄-NCQE −0.005 (0.095) 0.025 (0.058)
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Decays of radioactive isotopes by muon nuclear spallation (Spallation events)
• Lithium-9 (9Li)
→ High rate and long half-life

O

µ
π

n

O

O

e

nRI

110 Chapter 7. Search for Diffuse Supernova Neutrino Background in SK-Gd

 End-point energy [MeV]
10 12 14 16 18 20

 H
al

f-l
ife

 [s
]

2−10

1−10

1

10 N16 

C15 

B14 B13 N12 

B12 Be12 

Be11 

B8 Li8 C16 

Li11 

Li9 
He8 

 Half-life [s]

2−10 1−10 1 10

]2
cm

-1 g
-1
µ

-7
10×

 Y
ie

ld
 (E

>3
.5

 M
eV

) [

3−10

2−10

1−10

1

10
N16 

C15 

B14 

B13 

N12 

B12 

Be12 

Be11 

B8 

Li8 

C16 

Li11 

Li9 

He8 

Figure 7.1: Correlation between end-point energies and half-lives
(left) and that between half-lives and yield (right) for spallation iso-
topes detected in the DSNB search window and generated by cosmic-
ray muons in water. Red circles in both figures represent undergoing
beta decay with neutrons. For the isotopes undergoing decay with
neutrons, the yield includes the fraction of decay with neutrons. The

fraction of these plots referred from [48].

Figure 7.2: Decay scheme of 9Li based on PDG [49].

7.3.2 Atmospheric Neutrinos

In this analysis, signals of a few tens of MeV from the atmospheric neutrinos signifi-
cantly contribute to the background. Specifically, the events described below can be
identified as a source of background:

• Decay electron from muons:
Muons with energy below the Cherenkov threshold, known as ‘invisible muons.’
decay into electrons or positrons with a lifetime of 2.2 µs(decay-e). This kind
of event cannot be identified by the parent muon event. Therefore, when at-
mospheric neutrino interactions yield invisible muons accompanied by neutrons,
these interactions become indistinguishable from IBD interactions. Figure 7.4

e or !
e + n
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Atmospheric neutrino charged-current (CC) reactions (CC events)
• Electron or muon (prompt signal) and neutron (delayed signal) are generated
• Muon energy is below Cherenkov threshold
→ Decay electron is generated
→ Electron-neutron pair

ν! nO

e

ν! nO

invisible µ
e

!! CC !" CC
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pν"! n

e+

Oν/ν#

$

n
ν/ν#

π

Atmospheric neutrino NC single meson production
• Similar to NCQE events
→ Remains a lot even after event selection

Reactor neutrinos (Reactor events)
• IBD same as DSNB
• Low energy and little effect on this analysis

Accidental events
• Accidentally electron-neutron pair is formed

• Mostly nuclear spallation events without neutrons
and neutron misidentification events



Number of events
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• 38 events remained after event selection
• 𝑁#$%&

!>? is different largely among secondary interaction models

BERT BIC INCL++

𝑁)=: 38

𝑁#$%&
!>? 28.7 19.8 20.2

𝑁#$ @)@3%&
!>? 13.3 10.2 10.1

𝑁$$
!>? 1.4 1.1 1.2

𝑁L?9MM9'N)@
!>? 0.9 0.9 0.9

𝑁O!9P')*
!>? 0.1 0.1 0.1

𝑁QPPN<!@'9M
!>? 1.6 1.6 1.6



Systematic uncertainties
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• 𝑁6'78879:)(
%&' : 60.0% ← From DSNB analysis

• 𝑁;%7<9)=
%&' : 100.0% ← From DSNB analysis

• 𝑁><<:?%(978
%&' = 𝜖@:6 × 𝑁'=%*(97A)B6 : 4.6% ← From systematic uncertainty of 𝜖@:6 and

statistical uncertainty of 𝑁'=%*(97A)B6 (= 5,447)

𝑁""
%&'

Atmospheric neutrino flux ±18.0%

Atmospheric neutrino/antineutrino ratio ±5.0%

Cross section ±24.0%

Primary interaction +1.2%/−8.0%

Secondary interaction −20.7%

Energy cutoff −19.9%

Data reduction ±1.4%

Neutron tagging ±6.4%



Systematic error of NCQE cross section
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• Determine systematic uncertainty of

𝜎#$%&8!9:;*!< =
7367 3 7-.8389/0

%:; 3 7<12%47
%:;

7-./0
%:; × 𝜎#$%&

'(!)*+ using toy MC

1. Determine 𝑁#$%&
!>? , 𝑁#$ @)@3%&

!>? , and 𝑁A'(!*:
!>? according to each uncertainty

2. Calculate 𝜎#$%&8!9:;*!< to plot

3. Repeat procedures above 1 million times
4. Range of 1𝜎 from

𝜎#$%&8!9:;*!< = 0.74 × 10345 ⁄cm6 oxygen

is the systematic uncertainty

• 𝜎#$%&8!9:;*!< = 0.74 ± 0.22 stat. 3B.DE
"B.5E(syst. )

× 10345 ⁄cm6 oxygen ]2 cm-38Cross section [10
0 0.5 1 1.5 2 2.5 3 3.5 40

500

1000

1500

2000

2500

3000

3500

4000

4500
 Systematic uncertainty

 Nominal (0.74)            

 (+0.85/-0.15)σ1 ± 
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• GEANT3-based SK detector simulation was used in previous study*
• Geant4-based SK detector simulation was developed
→ Can compare various secondary interaction models

Bertini Cascade Model (BERT, SK official model)
Binary Cascade Model (BIC)
Liège Intranuclear Cascade Model (INCL++)

Previous study* This study

SK detector simulation GEANT3-based Geant4-based

BERT (SK official model) ◯ ◯

BIC × ◯

INCL++ × ◯

* L. Wan et al. (SK Collaboration), Phys. Rev. D 99, 032005 (2019)



Secondary interaction models

46

Physics List Final state model (n inelastic scattering)

FTFP_BERT_HP

QGSP_BIC_HP

INCL++_HP

!!0 MeV
19.9 MeV

3 GeV
9.5 GeV

9.9 GeV

12 GeV

15 GeV

20 GeV

25 GeV

20 MeV

FTFP (Fritiof model + Precompound model)

QGSP (Quark-Gluon String model + Precompound model)

BERT (Bertini cascade model)

BIC (Binary cascade model)

INCL++ (Liège intranuclear cascade model)

HP (High precision neutron model)
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• Reaction point with nucleons in the nucleus
BERT → Determined using mean free path
BIC, INCL++ → Determined using closest approach distance

!
!!

! = − 1
%& ln ) *! <

&!
,
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• Stopping time of intranuclear cascade process
BERT, BIC → Stop when all (escapable) particles escape the nucleus
INCL++ → Forced to stop at the following time (𝑡:')?)

𝑡:')? = 70 ⁄fm 𝑐 ×
𝐴
208

B.DK

• Nuclear model (nucleon density)
BERT → Change discretely with distance from center of the nucleus
BIC, INCL++ → Change smoothly with distance from center of the nucleus

• Condition for termination of the evaporation process
BERT → End when excitation energy falls below 103DE MeV
BIC, INCL++ → End after continuous and discrete transitions



Number of gamma rays
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• In BERT, the number of gamma rays per
neutron inelastic scattering is large

• BIC and INCL++ show similar tendency
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Number of gamma rays
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• In BERT, the number of gamma rays by
neutron inelastic scattering per event is large

• BIC and INCL++ show similar tendency
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Energy of gamma rays
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• In BERT, there are many continuous components
in addition to peaks of deexcitation gamma rays

• BIC and INCL++ show similar tendency
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Number of neutron captures
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• In BERT, the number of neutron captures
per event is large

• BIC and INCL++ show similar tendency
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Cherenkov angle of prompt signal
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• What is the peak around 60 degrees?

→ No problem in reconstructed vertex and other variables

→ Concluded that it was a statistical fluctuation
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Reconstructed vertex
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• Events are uniformly distributed
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• Calculate 𝜒6 using Poisson likelihood

𝜒6 = 2R
RSD

=N@

𝑁!>?, R − 𝑁)=:, R + 𝑁)=:, R ln
𝑁)=:, R

𝑁!>?, R

𝑁)=: : The observed number of events
𝑁!>? : The expected number of events
→ Not conclusive due to small statistics
→ 𝜒6 in BIC and INCL++ is smaller than that in BERT in all distributions

𝜒6/ndf (𝜃$) 𝜒6/ndf (𝐸UN:) 𝜒6/ndf (𝑁<!M9+!<)

BERT 23.0 / 15 9.8 / 11 5.8 / 5

BIC 19.6 / 15 6.9 / 11 3.1 / 5

INCL++ 19.8 / 15 6.8 / 11 2.8 / 5
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• p-value is larger (model is closer to data) as ⁄𝜒6 ndf is smaller

19 40. Statistics
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Figure 40.2: The ‘reduced’ ‰
2, equal to ‰

2
/n, for n degrees of freedom. The curves show as a

function of n the ‰
2
/n that corresponds to a given p-value.

40.3.3 Bayes factors

In Bayesian statistics, all of one’s knowledge about a model is contained in its posterior prob-
ability, which one obtains using Bayes’ theorem (Eq. (40.37)). Thus one could reject a hypothesis
H if its posterior probability P (H|x) is su�ciently small. The di�culty here is that P (H|x) is
proportional to the prior probability P (H), and there will not be a consensus about the prior prob-
abilities for the existence of new phenomena. Nevertheless one can construct a quantity called the
Bayes factor (described below), which can be used to quantify the degree to which the data prefer
one hypothesis over another, and is independent of their prior probabilities.

Consider two models (hypotheses), Hi and Hj , described by vectors of parameters ◊i and ◊j ,
respectively. Some of the components will be common to both models and others may be distinct.
The full prior probability for each model can be written in the form

fi(Hi, ◊i) = P (Hi)fi(◊i|Hi) . (40.56)

Here P (Hi) is the overall prior probability for Hi, and fi(◊i|Hi) is the normalized p.d.f. of its
parameters. For each model, the posterior probability is found using Bayes’ theorem,

P (Hi|x) =
s

P (x|◊i, Hi)P (Hi)fi(◊i|Hi) d◊i

P (x) , (40.57)

where the integration is carried out over the internal parameters ◊i of the model. The ratio of

11th August, 2022

Ndelayed Evis !C
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• SK continues to observe at 0.03% Gd mass concentration (SK-VII)
• Neutron tagging efficiency improved from 35.6% (Gd: 0.011%, SK-VI)

to 63.0% (Gd: 0.03%, SK-VII)
→ Statistics increases by about 1.4 times with the same live time
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